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Abstract 

 

Inter-rater reliability, commonly assessed by intra-class correlation coefficient ICC, is an 
important index for describing the extent to which there is consistency amongst two or more 
raters in assigned measures. In organizational research, the data structure is often hierarchical 
and designs deviate substantially from the ideal of a balanced (fully crossed or nested) design. 
Also, often it is necessary to include covariates in the model, making it impossible to use 
traditional correlation-based or analysis of variance (ANOVA)-based methods for estimation of 
inter-rater reliability. We advocate the use of hierarchical (mixed effect model)-based methods, 
where variance components can be estimated by restricted maximum likelihood or Bayesian 
approaches. In this work, we use data from teacher hiring in Spokane public schools to 
demonstrate the usage of hierarchical (mixed effect) models to estimate inter-rater reliability and 
to demonstrate how reliability can be estimated with more complex data structures. We generally 
find low levels of inter-rater reliability, though this overall reliability varies according to whether 
the measure is assessed across or within schools, or even within job openings. We also find 
evidence that inter-rater reliability of some subcomponents of the hiring rubric varies according 
to the type of position to which applicants are applying, or according to whether the applicant is 
internal or from outside of the district. The direct effect of reliability on predictive power of the 
selection instrument is demonstrated and policy implications for public school hiring are 
discussed. 

 

Key words: Inter-rater reliability, hierarchical models, intra-class correlation coefficient, linear 
mixed-effect model (LMM), teacher selection instruments, teacher hiring, consistency measures 
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1. Introduction 

Each year, school districts across the United States make hundreds of thousands of teacher hiring 
decisions. The process of teacher selection plays a key role in influencing student outcomes. Not 
only is there a considerable amount of empirical evidence that the differences between teachers 
have consequential academic and labor market implications for students, but also much of what 
makes teachers effective or ineffective is associated with the individuals when they first show up 
at a district’s doorstep to teach.1 This alone makes the up-front choices that districts make about 
teacher applicants important. In addition, the hiring process itself can be costly (Barnes, Crowe 
and Schaefer, 2007) and it is often very difficult to remove ineffective teachers once tenured 
(Treu, 2014). There is a growing body of economic research pointing to the importance of the 
hiring process as a key workforce management tool for advancing the productivity of 
organizations (DeArmond et al., 2009). However, we know relatively little about the process that 
results in the selection of the nation’s roughly 3 million public school teachers. 

An unknown number of school districts utilize commercially available applicant screening and 
interview instruments when making hiring decisions (Young and Elli, 2002). While some of 
these tools have been in use for decades, their effectiveness has not been the subject of much 
rigorous independent analysis. A meta-analysis of the Teach Perceiver system (which was 
created in the 1970s) by Metzger and Wu (2008) finds only one validation study in a peer-
reviewed journal. This contrasts with a large body of research that examines the statistical 
properties of instruments used to evaluate in-service teachers (e.g. Hill et. al, 2012, Lockwood et 
al, 2015). 

 
Reliability, also referred as generalizability in educational literature (for extensive overview see 
Brennan, 2001) or repeatability in biological literature (see Nakagawa and Schielzeth, 2010) is a 
critical psychometric property on which the quality of scores is judged (AERA, APA & NCME 
2014). The inter-rater reliability (or more precisely, its common measure, the intra-class 
correlation coefficient) is an important concept to assess the degree to which different raters 
using an evaluation instrument are likely to generate similar scores when evaluating the same 
subjects using the same information. It expresses the ratio of the total variation that is 
reproducible among repeated measurements of the same applicant. Low inter-rater reliability is 
an indication of imprecision in rating applicants and results in limitations in the power of the 
selection instrument to predict the quality of prospective teachers. 
 

In this paper we assess the inter-rater reliability of a school-level teacher selection tool used by 
Spokane Public Schools (SPS) to demonstrate methods that can be applied in any admission or 
hiring process that employs structured ratings by multiple raters.  

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 For evidence on the importance of teacher quality see, for instance: Goldhaber et al. (1999); Nye et al. (2004), 
Rivkin et al. (2005); and Chetty, Friedman, & Rockoff (2014). Changing the performance of in-service teachers 
through policy has proved to be challenging, see for instance, Goldhaber (2015) for a review. 
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The mean and range of the ratings received by applicants who were rated by multiple raters on 
the SPS teacher selection instrument, are displayed visually in Figure 1. Each vertical line in this 
plot connects multiple ratings to a single applicant received during the 2009–2013 hiring period. 
Solid dots represent mean ratings for each applicant, and are understood as proxies for 
applicants’ true scores, i.e. the true quality of each applicant. The vertical heterogeneity apparent 
in the figure indicates that some applicants were assigned very different scores at different 
occasions or by different raters: there are differences of up to 25 points (out of 54) in scores 
assigned to some applicants. Inter-rater reliability measures these discrepancies by estimating the 
ratio of the variance of the true scores to the total variance of ratings.  

 

[Figure 1 about here] 

 

There are a variety of potential explanations for inconsistencies in ratings of single applicant. For 
instance, it is possible the rubrics are used in different ways at different schools, or that 
applicants are better matched to the needs of some schools or even specific job openings. Indeed, 
when displaying the multiple ratings for each applicant at a given school, the magnitude of the 
inconsistencies appears to be lower. 

 

[Figure 2 about here] 

 

It is also possible that an applicant’s quality changes over time, that raters use the rubric 
inconsistently, or that there is a high portion of random noise in ratings.  

It is important to understand the factors that influence the inter-rater reliability. For instance, is 
the reliability of the ratings lower for some school or job types? Is the reliability different for 
internal (to Spokane) and external job applicants? Answering questions like these are important 
because of the impact of reliability on the predictive validity of the selection instruments. And 
the answers might suggest, for instance, the need to develop rating rubrics or guidelines that are 
school or job specific (as opposed the single rubric currently used across the district).  

This study is unique in several ways. First, to the best of our knowledge, this is the first 
reliability analysis of an applicant screening instrument used to assess the written materials that 
applicants submit (as opposed to, for instance, the reliability of an in-person interview screening 
protocol). Second, our reliability estimates are based on observational data in an authentic 
setting, rather than designed as experimental studies with pre-selected raters where each rater 
grades all subjects. Such experimental studies allow for usage of correlation-based or ANOVA-
based estimation approaches, however they might overestimate the actual reliability e.g. if the 
system relies on principals as raters and makes it nearly impossible to exclude individuals who 
are using the observational instrument in unintended or inconsistent ways (see Hill et. al, 2012). 
Third, as a consequence we propose to use hierarchical (mixed-effect) models for assessing 
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reliability. We further use parametric bootstrapping to calculate confidence intervals for inter-
rater reliability estimates and we use model selection using Bayesian Information Criteria (BIC, 
Schwartz, 1978) and likelihood-ratio tests to answer above mentioned specific questions about 
reliability. 

We find, in the simplest model where we look at the overall reliability across different schools 
and job openings, that the inter-rater reliability is only 0.27 (i.e., only 27% of the total variability 
in the screening scores can be attributed to the applicant quality), implying that much of the 
variability in applicants’ screening scores is associated with the rating process itself rather than 
the variability in applicants’ quality. Using the hierarchical models we show that measures of 
applicant qualities appear to be school- and job- specific (i.e. there is significant interaction 
between applicant and school and even between applicant and job-opening), yielding increased 
reliability estimates of 0.44 (0.54, respectively). These reliabilities are still considerably lower 
than recommendations of reliabilities in the 0.80 to 0.90 range for high-stakes decisions (Webb 
et al., 2006). 

Using parametric bootstrapping we demonstrate varying reliability for the subcomponents of the 
screening rubric with some subcomponents (Certificate & Education, Cultural Competencies) 
having significantly lower inter-rater reliability than other subcomponents, suggesting that 
changes to specific elements of the instrument could substantially increase the overall reliability 
of the summative ratings. 

We show that the inter-rater reliability of the screening rubric also varies according to job and 
location type, suggesting that some subcomponents of the screening rubric are less reliable for 
middle- and high-school positions than for elementary schools. We also observe lower inter-rater 
reliability (more inconsistencies between raters) in some subcomponents when used for 
applicants outside the district. 

Finally, we show that improving the teacher selection process by increasing the inter-rater 
reliability would be a productive avenue of reform given evidence that the instruments, even 
with low reliability, appear to predict student achievement and teacher attrition (Goldhaber et al., 
2014). 

The paper proceeds as follows: Section 2 provides background on hiring and reliability 
estimates. Section 3 describes the hiring process in SPS and the data we utilize for the study. In 
Section 4 we describe the methodology employed. The results are presented in Section 5, and 
Section 6 offers policy implications and concluding thoughts. 

 

2. Background 

The potential for increasing workforce quality through more effective hiring practices, and the 
use of applicant selection instruments in particular, is broadly supported by research from the 
field of personnel economics (Heneman and Judge 2003; Shaw and Lazear 2007) and 
organizational psychology research (Schmitt, 2014). There are relatively few high-quality studies 
connecting hiring instruments to measures of workforce productivity in the case of teaching, but 
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the existing literature focusing on teacher selection suggest this is a promising avenue for 
increasing teacher quality.2  

Studies of hiring outside the teaching profession suggest that the reliability of interviews can be 
reasonably high, in the “acceptable” range3 of 0.70. A meta-analysis of 82 studies by Conway, 
Jako, and Goodman (1995), for instance, finds a mean inter-rater reliability of 0.70, but there is 
also a good degree of heterogeneity as the 90% confidence interval for the mean ranged from 
0.39 to 1.00. Not surprisingly, reliability estimates were found to be strongly related to whether 
candidates were interviewed by a panel or independently, the standardization of interview 
questions, interviewer training, and the standardization of response evaluation or methods of 
combining ratings. 

One potential way of improving the selection process is by using selection instruments. Jonsson 
and Svingby (2007) argue that the use of rubrics can enhance the reliability of scoring and 
facilitate valid judgment, especially if they are analytic, topic-specific, and complemented with 
exemplars and/or rater training. An unknown, but not insignificant number of school districts 
utilize self-developed or commercially available teacher selection instruments, such as the STAR 
Teacher Selection Interview and instruments developed by Gallup (e.g. Metzger and Wu 2008).4 
We could not find any independent published research on the reliability of these types of teacher 
selection instruments, but Metzger and Wu report that Gallup trains administrators in the use of 
their instrument and only those who demonstrate an 85% inter-rater reliability in item-by-item 
scoring with Gallup trainers are approved to use it, and the Gallup Teacher Perceiver Interview 
Manual reports a reliability of 0.76. 

The selection instrument from Spokane that we focus on is different from the instruments 
described above because the above studies are based on in-person interviews, rather than 
assessments of materials found in the applications of prospective teachers. As such, it is not clear 
that there is any benchmark for the magnitude of the reliabilities that we might expect.5 
Importantly, however, the quality of the applicant screening instruments used by SPS may be of 
greater importance than the quality of selection amongst those applicants who make it to the 
interview stage of the process since a relatively low percentage (27%) of applicants actually 
make it that far through the entire applicant review process.  
 
Another important distinction of our study is that we are focusing on an instrument in an 
authentic setting. There are several downsides to estimating the reliability of selection 
instruments (or any instrument for that matter) that are actively being used. Most importantly, 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
2 For examples of this work, see Dobbie (2011); Rockoff et al. (2001); and Goldhaber et al. (2014). 
3 Nunnally (1979) suggested that in early stage instruments with reliability ≥0.70 may suffice, but in many applied 
research reliability of 0.80 is not nearly high enough, see also Lance et al. (2006) for discussion on this cutting 
value. 
4 Metzger and Wu report that over 2,000 school districts use some type of structured selection instrument. 
5 There is far more evidence about the inter-rater reliability of classroom observations. Hill et al (2012) found that 
with only one rater rating one lesson, reliabilities are often lower than 0.50, and three lessons and two raters were 
needed to achieve acceptable reliability of 0.70 in MQI. Similarly, Ho and Kane (2013) identified different scenarios 
(all with at least four observations) that produced reliability of ≥0.65. 
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measurement designs underlying ratings gathered in organizational settings often deviate 
substantially from fully crossed and nested measurement designs (Hallgreen, 2012). Given that 
our analysis is based on nonexperimental data, there is also concern that some assumptions of the 
model, such as equal precision or independence of the raters may be violated. We address these 
issues more thoroughly in Section 6. However, having said this, estimation of reliability in 
authentic settings should provide better description of how well selection instruments function 
when utilized by practitioners, providing a better sense of their value in authentic school settings.  

 

3. The Hiring Process in Spokane Public Schools and Data 
 

3.1 The hiring process in Spokane Public Schools 

In this study, we use the example of Spokane Public Schools (SPS) to assess the degree to which 
improving rater reliability can be used to improve the screening process. During the 2008-09 
through 2012-13 hiring years, SPS received applications from 2,669 applicants for 526 positions 
that were filled via the district’s standard hiring process. As described in more detail in 
Goldhaber et al. (2014), the hiring process follows three stages (see also Figure 3): 

1) Intake of applications and the first stage screening6 of applicants by Human Resources 
(HR) hiring officials 

2) Screening of applicants by school-level officials 
3) In-person interview and hiring decision 

 

[Figure 3 about here] 

 

Applications are submitted through an online information system. In the application, the 
applicant is asked to provide contact information, information on education (e.g. college, degree, 
major, dates attended, additional trainings, classes or workshops), certificates and endorsements, 
and work experience (teaching and non-teaching). The applicant also submits supporting 
documentation, including a resume, cover letter, at least three letters of recommendation, 
certificates and licenses, and narrative statements addressing question prompts. 

During the first stage of the screening, the central HR office uses a screening instrument to 
evaluate applicants based on the submitted materials. If applicants make it through the initial 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
6 During the period when data were collected, the district utilized a 21-point rubric. The first stage screening score is 
not associated with an application to any particular job and most of the first stage screenings are classified as 
“initial” or “general screening”. An applicant is screened on this stage only the first time he or she applies for an 
SPS position or when new qualifications or letters of recommendations have been obtained. The 21-point rubric 
consisted of three criteria: “Experience related to position”, “Depth of skills”, and “Quality of recommendations”. 
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central office screen, applicants move on to the second stage of the screening and are evaluated 
at the school level.  

In this paper we analyze the inter-rater reliability of the second stage of the hiring process. In this 
stage, a principal requests a list of applicants from HR for consideration, usually specifying a 
cut-off score on the first stage screening rubric. Thus, the scoring in the second stage is based on 
a restricted range given the first stage cut (Goldhaber et al., 2014). The screening is led by the 
school principal and is based on the same applicant materials that are used in the first stage 
screening.7 

During most of the period when data were collected (2009–2013), Spokane utilized a 54-point 
rubric with 9 evaluation criteria (each scored from 1–6)8. The components on the rubric are 
described in more detail in Table 1. 

 

[Table 1 about here] 

 

Each applicant may have been rated by one or several screeners, at the discretion of the hiring 
official leading the process. In the case where applicants were screened by multiple raters for the 
same job opening, the (average) screening scores are used to select which applicants to 
interview. 

 

3.2 Descriptive portrait of applicant screenings and the raters who make them 

Altogether, 2,669 applicants were screened at the district level during the 2008-09 through 2012-
13 hiring years. Of the applicants screened at the first stage, 1,177 (44%) were advanced to the 
second stage of screening, 709 (27%) made it to the interview stage, and 374 (14%) applicants 
were hired.9 As is clear from these numbers, the two stages of the screening process play a very 
important role in determining which applicants are eventually hired since 73% of applicants do 
not advance to interviews.  

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
7 The final stage of the hiring process involves an in-person interview. In contrast to screening, there are no 
evaluation criteria established by HR for the in-person interview. The school principal (or other hiring official) has 
discretion over the content—what questions are asked, how many people are on the hiring team, and how the 
interview is structured. Once the applicant is selected, copies of the interview questions and scoring sheets are 
submitted to the HR department, and after background checks the SPS makes a job offer to the top applicant. 
8 For a short period of time, Spokane district utilized a tenth criterion Letters of Recommendation to rate the “quality 
and recentness of the recommendation, as well as the author of the letter”. Given the small amount of data, we are 
not analyzing the inter-rater reliability of this subcomponent and we do not include the rating in the total summative 
rating. However, high values of pairwise correlations with subcomponents describing applicant’s skills (see 
Goldhaber (2014)) suggest that letters of recommendation are main source of information on these subcomponents.   
9 The same applicant could have been hired to different schools. For example some applicants who were hired into 
one school in the early years of the study data could later be rated again and hired into a different school. 
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We do not assess the reliability of the first stage (central office) screening process despite the 
large number of applicants (56%) who did not make it through this stage of the process. This is 
due to the fact that multiple first stage screenings generally occur when applicants’ submitted 
materials are updated (e.g. when a new letter of recommendation is received) so we would not be 
able to distinguish differences in ratings related to having different raters from differences in 
ratings that are a result in changes to what the raters see about the applicants. 

The data set consists of screenings of 3,474 individual screenings with known rater name and job 
location (out of original 3,955 individual screenings). Many applicants were screened multiple 
times—either at different schools, or at the same school for different job openings, or even for 
the same job opening by a different or the same rater. The applications data represent 1090 
applicants rated by 137 raters10 for 484 classroom teaching job postings of 15 classroom job 
types11 at 54 job locations in the Spokane School District during the school years ending between 
2009 and 2013.  

Descriptive statistics for scores on each criterion on the 54-point screening instrument, and the 
total summative ratings are presented in Table 2. To achieve comparable summative ratings, we 
adjust the sums of the subcomponents to 0–54 scale even in cases when ratings for some of the 
subcomponents are missing. For most of the subcomponents this is happening in less than 1% of 
cases, for Certificate and Education in less than 5% of cases and only for Preferred 
Qualifications in 26% of cases. Conversations with the district, as well as the fact that average 
summative 21-point scores are not statistically different between those with observed Preferred 
Qualifications subcomponent and those without, suggest that these scores are missing by 
accident (this last subcomponent often appeared on the second page of printed rubric and was 
forgotten) rather than conditional on their value, supporting the missing-at-random assumption. 
Results are similar if teachers with missing observations are instead dropped. We use only non-
missing values when analyzing the inter-rater reliability of the individual subcomponents. 

 

[Table 2 about here] 

 

While many applicants were screened multiple times and many raters rated multiple times, the 
number of ratings for each applicant differed (see Figure A2) and also the number of ratings each 
rater made during the studied period 2009–2013 differed remarkably (see Figure A3). 

A closer description of applicants in different steps of the admission process can be found in 
Goldhaber et al. (2014). 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
10Most of the ratings were performed by school principals or directors (68%), assistant principals (20%), 
coordinators (5%), or teachers (4%). 
11The most common classroom job types were grade teacher and specialized education teacher for elementary 
schools and English, math, science, social studies and special education teacher for middle and high schools. These 
are further discussed in Subsection 5.2  
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4. Methods: Hierarchical Models for Assessing Reliability 

4.1 Reliability in the context of screening applicants 

From an analysis of variance perspective, the estimation of inter-rater reliability is based on 
decomposition of variance (see also Shrout and Fleiss 1979, Webb, Shavelson and Haertell, 
2006, Brennan 2001). In the simplest situation, the observed score for applicant i assigned by 
rater j on occasion k, Yijk, can be divided into four components 

𝑌!"#   =   𝜇 + 𝐴! + 𝐵! + 𝑒!"#   (1). 

The first component is the grand mean µ, constant for all applicants. The second component is 
applicant i’s true score 𝐴!. The third term is the effect of rater j, denoted by 𝐵!. And the last term 
is the residual 𝑒!"#, which reflects the departure of observed scores on kth rating of applicant i by 
rater j from what would be expected given the grand mean, person’s true score and effect of the 
rater, including a possible interaction between applicant and rater. 

The variance in ratings can be decomposed into a component 𝜎!! for the systematic error-free 
variance among scores, a component 𝜎!! for the extent to which the scores assigned by different 
raters vary, and a component 𝜎!! for the residual variance (sometimes denoted as 𝜎!",!!  since the 
residual variance incorporates also the A×B interaction in addition to random error, although we 
cannot disentangle the two unless there are more ratings of the same applicant by the same rater):  

𝜎!!"#
! =   𝜎!! + 𝜎!! + 𝜎!!. 

The inter-rater reliability12 is then defined as the proportion of observed-score variance 𝜎!!"
!  

due to the applicant’s true-score variance 𝜎!!: 

R =
𝜎!!

𝜎!!"#
!   =

𝜎!!

𝜎!! + 𝜎!! + 𝜎!!
  . 

Let’s assume that there is some variability between applicants. If each applicant always gets the 
same score (e.g. there is no variability between raters and no error), the inter-rater reliability 
would be equal to one: 100% of the total variability is attributable to the qualities of applicants. 
If on the other hand applicants receive different scores either due to the raters they receive (i.e. 
𝜎!! is large), or for other random reasons (i.e. 𝜎!! is large), the inter-rater reliability will be lower. 

Variance component estimators (𝜎!!, 𝜎!!, 𝜎!!) used to estimate inter-rater reliability can be 
calculated using the (ANOVA-based) moment method or using the maximum-likelihood 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
12Analogously, the intra-rater reliability (not a focus of this paper) is defined as proportion of the true-

score variance to the total variance of ratings within single rater, in this case R!"#$% =
!!
!

!!
!!!!!

  . 
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procedures. In this study, we suggest using restricted maximum likelihood as implemented in the 
lmer function of the lme4 library (Bates et al., 2014) in R (R-Core Team, 2014).13 

We use parametric bootstrapping as implemented in the bootMer function of the lme4 library to 
obtain confidence intervals for mixed-effect-model-based inter-rater reliability estimates. 
Parametric bootstrapping is done by fitting the model and repeatedly generating data from the 
distribution defined by the estimated parameters. For each simulated dataset, the variance 
components are estimated using REML and inter-rater reliability estimate is calculated. We use 
N = 1,000 simulations to obtain a distribution of inter-rater reliabilities. We use 2.5th and 97.5th 
quantile of the distribution to get the 95% bootstrapped confidence interval.  

 

4.2 Hierarchical models for testing hypotheses about reliability in teacher hiring 

Model (1) presented above is appropriate if we assume that ratings should be comparable 
regardless of the school or job opening for which an applicant is applying or the timing of the 
application. In Spokane hiring the argument for this model is, for instance, that the rating process 
is “fair” across schools in the sense that applicants should not receive higher or lower ratings 
according to the particular schools in which they apply. This would also be important if Spokane 
seeks to use ratings derived at one school to inform hiring decisions at a different school; for 
instance if a school did not wish to go through an entire screening process and opted to interview 
top rated non-hired teachers from other schools (to our knowledge this does not happen, but it is 
something that Spokane has considered).  

 

School-level reliability: 

But, on the other hand, we might expect at least some subcomponents to differ across schools 
(and hence the summative rating) given that they focus on topics related to an applicant’s fit in a 
school. Also, the raters within schools might be more cohesive and there might be a shared 
understanding about how to interpret the rubric. Additionally, as we discuss more extensively 
below, a consistent rating standard across schools could inhibit schools from differentiating the 
applications they receive since not all schools appear to have a distribution of applicants that are 
equally qualified. 

To acknowledge that applicants may be differently suited to teach at different schools (e.g. 
schools with a more diverse student body might, for instance, have different expectations about 
cultural competency than schools with a high percentage of white students), we need to include 
in the model the interaction term 𝐴𝑆!" which accounts for potential applicant-school matching 
effects: 

𝑌!"#$   =   𝜇 + 𝐴! + 𝐵! + 𝐴𝑆!" + 𝑒!"#    2 . 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
13 See the Appendix B for selected R code. 
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With model (2), when estimating reliability, we are looking at how consistent the ratings are if 
the application was rated for the same school:  

R =
𝜎!!

𝜎!!"#$
!   =

𝜎!! +   𝜎!"!

𝜎!! + 𝜎!! + 𝜎!"! + 𝜎!!
. 

 

Job-level reliability: 

Similarly, to acknowledge that applicants might be differentially suited for different individual 
job openings within a school (e.g. due to the composition of students in the class for which the 
teacher is hired), we can look at the consistency of ratings assigned only for the same job 
opening.14 

For this purpose, we need to include the interaction term 𝐴𝐽!" which accounts for potential 
applicant-job matching effects. 𝑌!"#$%   =   𝜇 + 𝐴! + 𝐵! + 𝐴𝑆!" + 𝐴𝐽!" + 𝑒!"#$%                 3 . 

 

With model (3), when estimating reliability, we are looking at how consistent the ratings are if 
the application was rated for the same job opening (i.e. also for the same school):  

R =
𝜎!!

𝜎!!"#$%
!   =

𝜎!! +     𝜎!"! +   𝜎!"!

𝜎!! + 𝜎!! +   𝜎!"! +   𝜎!"! + 𝜎!!
  . 

 

Including other effects is possible as well. For example, we tried to also include the school effect 
(with and without the interaction term—models 2a, 2b), the job effect (models 3a, 3b), year 
effect, or effect of the prescreening date (which may be an indicator for change of the application 
materials). Mentioned effects were added subsequently and we used the Bayesian Information 
Criterion (BIC, Schwartz, 1978) for model selection as well as other criteria such as the Akaike 
Information Criterion (AIC), and the likelihood-ratio test (see Table 4). 

 

4.3 Reliability differing by applicant type or job category: 

We further want to argue that inter-rater reliability varies with applicant type: we expect that it is 
higher for ratings of internal applicants than for applicants from outside of the district. Our 
assumption is based on the premise that there is higher rater variability as well as higher residual 
error in ratings of external applicants. 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
14 Different job categories can be open at the same school, but job opening specifies both job category and job 
location. Ratings for job openings with unknown job location were removed from analysis.   
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Analogously, we want to argue that the inter-rater reliability varies by job location or job 
category: we expect that it is higher for elementary schools for which the rubric was primarily 
developed. 

To get the description of the reliabilities in the groups, we first fit the job-level model (3) 
separately on the data of the individual groups (e.g. separately on internal and external 
applicants), to obtain estimates of inter-rater reliability for the two groups. We also build 
bootstrapped confidence intervals separately using two fitted models for the two groups (see 
Figures 5 and Table A2 for internal vs. external applicants, and Figures 6 and 7 as well as Table 
A3 for Elementary vs. MS/HS positions).  

 

To test the significance of varying reliability based on group, we need to include group effect 
into the model, as well as to allow the variances of the random effect components to vary based 
on the group. We build the model in several steps. We start with job level model (3b) which was 
selected as the best fitting model (see Table 4): 

𝑌!"#$%   =   𝜇 + 𝐴! + 𝐵! + 𝐴𝑆!" + 𝐽! + 𝐴𝐽!" + 𝑒!"#$%                   3𝑏  

 

First we add only the fixed group effect  

𝑌!"#$%   =   𝜇 + 𝜔!𝛽!! + 𝐴! + 𝐵! + 𝐴𝑆!" + 𝐽! + 𝐴𝐽!" + 𝑒!"#$%                   4𝑎  

where 𝜔! = 1 if i is an internal applicant and equals 0 otherwise and where 𝛽!!is a difference in 
fixed effects for internal and external applicants. Next, we allow the applicant variance to vary 
for the two groups (interval vs. external applicants): 

𝑌!"#$%   =   𝜇 + 𝜔!𝛽!! + 𝜔!𝐴!! + (1− 𝜔!)𝐴!! + 𝐵!+  𝐴𝑆!" + 𝐽! + 𝐴𝐽!" + 𝑒!"#$%             4𝑏  

where applicant random effect is allowed to have different variance for external and internal 
applicants: 𝐴!!   ~  𝑁(0,𝜎!!! ) and 𝐴!!   ~  𝑁 0,𝜎!!! .   

In further steps, we can similarly also allow the variance of the rater effect (model 4c) and error 
term (model 4e) to vary across the two groups15.  

Each model (4a–4e) is fitted on the whole dataset and compared with other models using the BIC 
or likelihood-ratio test. Models (4a–4e) allow for simultaneous estimation of the inter-rater 
reliability for each group, as well as for bootstrapped confidence intervals of the estimates. 

 

4.4 Improving reliability 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
15 It was not possible to fit the model with varying variances of interactions (model 4d) due to low number of 
observations.  
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Given the potential for concerns about low reliability, a natural question relates to how reliability 
can be increased. Possible approaches are providing more exact criteria for evaluation of the 
applicant materials, training the raters, or, if ratings are mostly dependent on recommendation 
letters, ensuring confidentiality of the recommendation letters and providing the evaluation 
criteria to those who write them. Given the differences in inter-rater reliability of the 
subcomponents, another promising avenue seems to be maximizing reliability by component 
weighting, which we do not explore in this paper. . 

Averaging ratings from higher number of raters 

Yet one way to increase the reliability of the measure is to use the average score from J raters 
within job opening 

𝑌!∙!"# =
!!"#$%

!
!!!

!
. 

Assuming model (3) and assuming that the raters are equally precise, such an average will have 
smaller variance  

𝜎!!∙!"#
! =   𝜎!! + 𝜎!!/𝐽 + 𝜎!"! + 𝜎!"! + 𝜎!!/𝐽, 

and higher inter-rater reliability 

𝑅! =
𝜎!! + 𝜎!"! + 𝜎!"!

𝜎!!∙!"#
! =

𝜎!! + 𝜎!"! + 𝜎!"!

𝜎!! + 𝜎!!/𝐽 + 𝜎!"! + 𝜎!"! + 𝜎!!/𝐽
             5 . 

 

 

4.5 The impact of inter-rater reliability on predictive validity 

Efforts to increase the inter-rater reliability are important especially given the fact that 
measurement error (i.e. low reliability) implies weaker correlations between variables. Assume 
two variables measuring some underlying properties with error  

𝑌 = 𝜇 + 𝜀! ,              𝑍 = 𝜃 + 𝜀!, 

e.g. screening score Y measuring applicant’s quality 𝜇 at the time of hiring, and Z measures 𝜃, 
the teacher’s value added to student’s achievement. Assuming the errors are uncorrelated with 
each other and with the measurements Y and Z, the correlation can be expressed as a product of 
the correlation of the underlying properties and their reliabilities 𝑅! ,𝑅!   : 

𝑐𝑜𝑟𝑟 𝑌,𝑍 =   
𝑐𝑜𝑣(𝜇 + 𝜀! ,𝜃 + 𝜀!)  

𝑣𝑎𝑟 𝜇 + 𝜀!   𝑣𝑎𝑟  (𝜃 + 𝜀!)
= 𝑐𝑜𝑟𝑟 𝜇,𝜃    𝑅!    𝑅!           (6) 

In this work, to calculate the attenuated correlation 𝑐𝑜𝑟𝑟 𝑌,𝑍  between screening scores and 
value added (see column 4 of Table 5), we have to accommodate for the fact that for some value 
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added scores of given applicant/year combination we have multiple screening scores from the 
given hiring year (preceding the year the value added is counted from). We therefore calculate 
the correlation several times (N=1,000). In each loop we randomly pick one of the screening 
scores for a given individual and hiring year to use it in computation of the correlation 
coefficient. 

Estimates of reliability can then be used to estimate the correlation of the variables in the case 
where there is less or no measurement error (both random error and the systematic measurement 
error caused by differences between raters). The correlation between the underlying properties in 
our case gives the predictive validity of the teacher quality measured at the time of hiring for 
teacher effectiveness in the sense of value added. 16 

 

5. Results 

In this section, we begin by assessing the inter-rater reliability estimates of the summative ratings 
(Section 5.1, Table 3). In Section 5.2 we focus on the inter-rater reliability of different 
subcomponents of the instrument (Figure 4, Table 4 and Table A1). In Section 5.3 we describe 
differences in the inter-rater reliability for different groups: we will focus on the differences in 
inter-rater reliability between internal and external applicants (Figure 5, Table A2), elementary 
vs. middle/high school job openings (Figure 6, Table A3), and individual job categories (Figure 
7). In Section 5.4, we focus on the effects of increasing reliability of the subcomponents by 
averaging scores over two or three raters, and finally, we estimate the effect of increasing 
reliability on the ability of the screening scores to predict teacher value added (Table 5). 

5.1 Estimates of inter-rater reliability of summative ratings 

As reported in Table 3, only 27% of total variability can be attributed to differences between 
applicants. This is displayed visually in Figure 1, which plots multiple ratings for each 
application on a given data aggregation level.  

At the school level (model 2), reliability estimates are nearly twice as high (0.44, see Table 3, 
row 2). However, there are still cases where there is considerable heterogeneity in the ratings at 
this level (see Figure 2), which amounts to differences of more than 20 points on the rubric (over 
2 standard deviations) for some applications.  

As expected, the reliability within job openings (model 3) is a bit higher (0.54), but the increase 
that we see associated with moving from the school to the job level is far smaller than the 
increase associated with moving from the applicant to the school level. In other words, the 
aspects of application packages that are viewed differently are more associated with school level 
differences in ratings than with different positions within the school. This could be a result of 
applicants having qualifications that make them more well-suited to one school versus another, 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
16 In regression analysis, this in effect biases the regression coefficients toward zero, also called attenuation (see 
Green, 2000, p. 377). 
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which might imply that the between school differences in ratings are driven by particular 
subcomponents on the instrument. We discuss this possibility more extensively below. However, 
it also might reflect differences in rating standards across schools. 

 

[Table 3 about here] 

 

The Bayesian Information Criteria (BIC) as well as likelihood-ratio test (not displayed) suggests 
that the best fitting model out of models (1–3) is model 3, providing evidence for the varying 
applicant effect at different schools and even job openings. 

 

5.2 Reliability of screening score subcomponents 

Looking at individual subcomponents (see Figure 4, and in more detail in Table A1) the 
observed pattern is similar to the pattern observed for the total score: In all subcomponents there 
are significant applicant-school matching effects. The fact that subcomponent ratings of 
individual applicants vary across schools is understandable given the heterogeneity in students 
across schools in Spokane.17 However another plausible explanation as we noted above is that 
there is a more shared understanding amongst raters of what they are looking at when evaluating 
applicants within schools. 

Comparison of the models based on BIC also suggests that there are significant applicant-job 
matching effects (as implied in model 3) in almost all components, except for Training, 
Instructional Skills and Cultural Competencies, where applicant effect varies only on school 
level (model 2). As can be expected, remarkable differences in inter-rater reliability between the 
two models (2) and (3) are in mostly job-related subcomponent Preferred Qualifications (Figure 
4).  

Looking at within school estimates exclusively (blue vertical lines in Figure 4), the inter-rater 
reliability varies widely across the subcomponents. The inter-rater reliabilities on the Certificate 
& Education or Cultural Competency components, for instance, are quite low relative to the 
estimates of inter-rater reliability on Training, Experience, or Instructional Skills.  

A possible explanation is that the underlying traits of applicants that the subcomponents are 
designed to measure may not be terribly clear to raters. For instance, low estimates of reliability 
in Cultural Competency and Interpersonal Skills correspond with stakeholders’ anecdotes 
suggesting that often they are not sure what score to assign for this category, or that 
recommendation letters are silent on this category. Those who write the recommendation letters 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
17For instance there are some elementary schools where 25% of students are underrepresented minorities whereas 
other schools have less than 3% of their students in these subgroups. 
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may not know that they should include information relevant to these criteria or they don’t know 
what to write18.  

On the other hand, the subcomponent Instructional Skills has higher inter-rater reliability (0.46 at 
the school level) than the summative rating (0.44). Relatively high inter-rater reliability is also 
achieved for other subcomponents describing applicant skills: Experience, Classroom 
Management, and Flexibility. 

 

[Figure 4 about here] 

 

5.3 Reliability differing by applicant type or job category: 

Internal and external applicants 

Focusing on applicants who previously taught in Spokane or who completed their teacher 
training in Spokane, we observe that for some subcomponents (Management), there is 
significantly higher inter-rater reliability than in external applicant (see Figure 5, Table A2). We 
also observe a clear pattern that the inter-rater reliability is higher for internal applicants across 
other subcomponents as well. 

This might be caused by the fact that raters are more familiar with the schools (in Spokane) 
where applicants received their training (e.g. the Training subcomponent has a reliability of 0.50 
on the job level for internal applicants, but only 0.39 for external) so know better how to 
interpret information in an application. Another possibility is that those writing the 
recommendation letters for internal applicants tend to be from Spokane so are likely to be more 
familiar with the rating system and needs of the district, and so speak directly to these in their 
letters.19  

 

[Figure 5 about here] 

 

Using more complex models 4a – 4e which include applicant type (internal/external) and fitting 
them on the whole dataset allows for a direct test of the applicant-type effect on overall rating 
(model 4a) and on variance components (models 4b-4e) and thus on inter-rater reliability. 

For each subcomponent, the models including applicant type fit better (as indicated by lowest 
BIC, see Table 4). The optimal model for each subcomponent includes at least fixed effect of 
applicant type (Internal vs. External), suggesting that on average the internal applicants get 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
18 The estimates of intra-rater reliability (not shown in this paper) were relatively low, reinforcing the idea that 
raters do not always have a very concrete idea of how to rate application materials 
19 It is also possible that there are informal feedback mechanisms for internal applicants. While this is not what 
raters in the district report, they may be in contact with those writing letters within the district.	  
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higher ratings than external applicants. For Certificate & Education, Training and Management, 
the model allowing for different variability of applicant effect for internal and external applicants 
is selected as the optimal model, thus implying different inter-rater reliability estimates for 
internal and external applicants. For Training, the optimal model also allows variability of rater 
effect to be different for internal and external applicants. 

 

[Table 4 about here] 

 

Reliability for Different Job Locations and Different Job Categories 

In Figure 6 (and in more detail in Table A3) we display the inter-rater reliability estimates 
calculated separately for elementary and for middle/high school job openings. Similarly, in 
Figure 7 are displayed estimates for different job categories, keeping in mind that for each job 
category we analyze a different sample of applicants, and that for some categories the sample 
size is low.20  

Two patterns are notable. First, the reliability for the screening of special education teachers is 
higher than for other positions in many subcomponents, a not so surprising finding if one 
assumes that there is a high degree of consensus amongst raters about the skills needed to be 
effective with special education students. However, the reliability at the elementary level is 
higher than at the middle and high school levels. This is surprising given the above reasoning 
and the fact that middle/high school positions are more specialized. One potential explanation for 
the lower reliability at the middle and high school levels is that the raters differ in terms of their 
level of specialization. For instance, most ratings include a principal, but we might expect other 
members of the team reviewing applicants at the middle school and, especially, the high school 
level to also include subject specialists. 

 

[Figure 6 about here] 

[Figure 7 about here] 

 

5.4 Estimates of the effects of number of raters on reliability and predicted validity 

As can be seen from equation (5) above, one way to increase reliability is by increasing the 
number of raters, and by making hiring decisions based on the average of their ratings.  Having 
the estimates of proportions of variability, we can further estimate the way in which reliability 
differs in the presence of multiple raters as a prediction of how the reliability of the overall 
estimate might be improved if multiple raters were used more widely. We use reliability 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
20We focus on the 7 most common job categories based on the number of applications. 
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estimates from Table A1 (model 3) as well as estimates of variability components and 
formula (5) to estimate reliability in the case of two and three raters (see first three columns of 
Table 5).  

To illustrate the impact of low/high reliability in one of the measures of validity, given the hiring 
instrument and its components, we estimated the correlations between the 54-point screening 
ratings (and its components, respectively) and teacher value-added in mathematics, using the 
data from Goldhaber et al. (2014). To assess the predictive validity of the rubric and its 
components in the case of one rating, we used applicants with available value added estimates 
and screening scores from the previous hiring year. Estimated correlations can be seen in the 
fourth column of Table 4.21 Using equation (6), we evaluate correlation in the case where there is 
no error in the ratings (last column of Table 5). Estimates of reliability (first three columns of 
Table 5) were then used to calculate the expected correlation scores for average ratings of one, 
two and three raters.22 

 

[Table 5 about here] 

 

To increase reliability to be ≥ 0.65, two raters would be enough for the summative rating and 
some subcomponents (Experience, Instructional Skills, Preferred Qualifications). The use of 
three raters is estimated to increase reliability all the way to 0.80 on these subcomponents (see 
first three columns of Table 5). On the other hand, some subcomponents are less affected by the 
number of raters. For instance, even with three raters, the reliability of some subcomponents still 
doesn’t reach a value of 0.65 (Certificate &Education, Cultural Competency).  Cases like these 
suggest that the subcomponent is used inconsistently or that the underlying quality the 
subcomponent is trying to assess is not well defined or understood by the raters. 

Two factors explain the correlation between subcomponent ratings and value added scores (see 
Table 5, columns 4–7): the relationship between the quality being measured by a subcomponent 
and teachers’ value added and the level of reliability of the subcomponent rating (or the value 
added estimate). Not surprisingly, the subcomponents with low inter-rater reliability correlate 
weakly with the teacher value added estimates. On the other hand, while the Instructional Skills 
subcomponent reached the highest inter-rater reliability, Classroom Management, which has 
lower reliability, predicted teacher value added much better. Besides these two components, two 
other subcomponents correlated strongly with subsequent value added: Training and Flexibility. 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
21 These differ from the estimates of Goldhaber et al. (2014) since these are bivariate correlation coefficients, and 
Goldhaber et al. report multivariate regression coefficients. 
22 Specifically, we use the estimates of correlation from the bootstrap estimate in the fourth column of Table 8 as an 
estimate of 𝐶𝑜𝑟𝑟(𝑌,𝑍) in equation (4). Then, we take reliability estimates from the first three columns of Table 8, 
and alter those estimates given the model of how reliability changes with the addition of more raters in equation (3). 
Those adjusted estimates give the fifth through last columns in Table 8.	  	  
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For these subcomponents, increasing the reliability leads to large increases in the estimated 
predictive power.  

  

6. Discussion, Policy Implications, and Conclusions 

In this study we examine the reliability of an instrument designed to assess the written materials 
that teacher applicants submit when applying for teaching positions. We find that reliability, 
whether it is measured across schools, within schools, within jobs in schools, or within raters is 
low, at least in terms of the standards (0.8 to 0.9) generally recommended for making high stakes 
decisions (Webb et al., 2006). And this screening instrument is indeed used for very high-stakes 
decisions as it determines whether teacher applicants advance through the application pipeline in 
Spokane. However, we have no real baseline for comparison as this is to our knowledge the first 
study that focuses on the reliability of an instrument used for screening application materials in 
this context.  

It is also worth mentioning several limitations and caveats associated with this work. First, the 
reliability is estimated in an authentic setting. This may yield a good estimate of the likely 
reliabilities we would see were the same screening instrument to be used in other school districts, 
(as opposed to, for instance, an analysis that is based on judgments made by specially trained 
raters). But, in the analysis process we have made various assumptions—such as the 
independence of the raters—that are not directly verifiable. We also face a situation where only a 
subset of applicants is rated by multiple raters, raising issues of generalizability. For the findings 
to be generalized to the whole sample, the decision to rate multiple times cannot be correlated 
with the quality of the ratings or with the distribution of the applicants’ true scores. Were it the 
case, for instance, that schools that tend to screen each applicant multiple times did so as a 
consequence of having a very collegial teaching staff or a close working relationship between 
principals, assistant principals, and teachers (all of whom rate some applicants), one might also 
anticipate that they would tend more generally to agree with one another. In such cases, the 
ratings from different raters may be more similar to each other than they would be from schools 
who did not adopt multiple screenings, i.e. these schools might also have high inter-rater 
reliability due to unobserved factors unrelated to the number of ratings. On the other hand, the 
existence of multiple raters might reflect a desire to get a broader perspective about applicants to 
mitigate the possibility of, for instance, a lack of trust in a principal’s judgment alone. In this 
scenario the ratings might be expected to be more heterogeneous and our estimate of inter-rater 
reliability could underestimate the true reliability. 

Not surprisingly our estimates show that the inter-rater reliability increases significantly in all 
subcomponents moving from comparisons of applicants between and across schools to just 
within schools. This might suggest that schools are differentially rating applicants in part because 
they have different needs, i.e. an applicant with the same background legitimately receives 
differential ratings at different schools given her/his suitability to teach in a particular context.  

Another simple explanation for the low level of reliability across schools is that schools have 
different standards when they are judging candidates. If so, applicants do not have an equal 
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probability of advancing through the Spokane pipeline regardless of the school to which they 
apply, but it is also not clear that this would be desirable from the district’s perspective. The 
reason is that schools attract different applicant pools. For instance, some Spokane schools tend 
to screen a much stronger pool of applicants (as measured by their licensure test scores or first 
stage screening ratings). With the current 1–6 rating scale and common rating standards across 
schools, the raters would have difficulties discriminating amongst these stronger applicants as 
they would be forced to assign them primarily fives and sixes on the subcomponents to be 
consistent with the ratings that applicants at other schools receive. One potential solution to this 
type of dilemma is to allow schools to assign a decimal point to the 1–6 rating scale, allowing 
schools to be consistent across buildings and differentiate applicants who apply to a particular 
school (at the decimal place). 

Yet even when we move to an assessment of within school and within job ratings, the 
reliabilities are still relatively low. This might be expected given that many of the criteria upon 
which applicants are rated are based on subjective materials (such as recommendation letters) 
submitted by applicants. The results suggest that raters may not always have a very concrete idea 
of how to rate application materials. This, combined with the importance of this screening 
instrument for making teacher hiring decisions, implies that the district could benefit from more 
training on the rating instrument, particularly on the subcomponents that have low reliabilities.  

We have demonstrated two approaches to address the question whether the inter-rater reliability 
differs for two groups (e.g. internal and external applicants). First approach used job-level model 
applied separately on two datasets – dataset of internal and dataset of external applicants (Figure 
5 and Table A2). Bootstrapped 95% confidence intervals suggest that there is significantly lower 
inter-rater reliability in ratings of external applicants in some subcomponents (e.g. Management) 
and a clear pattern for all other subcomponents. 

The second approach utilized more complex models (4a – 4e) with random slopes which allowed 
for different mean ratings and different random effect variances for two groups. These models fit 
better for all subcomponents (see Table 4), suggesting significant differences in variance 
components for internal and external applicants, thus in inter-rater reliability.  

However, we acknowledge that the two approaches might lead to different conclusions. There 
are tradeoffs that need to be considered when choosing one of the approaches. The more 
complex model takes into account all data and especially dependencies that may be present in 
ratings of internal and external applicants when rated by the same rater. However, significant 
differences in variance components in the two groups may lead to only minor and insignificant 
differences in inter-rater reliabilities This is partly due to the fact that inter-rater reliability is 
defined as a ratio of variances, therefore even if one variance component differs between internal 
and external applicants, this still does not have to lead to a difference in inter-rater reliabilities if 
the difference is compensated by a difference in another variance component.  

There are several extensions of the analyses that might be fruitful. First, we used linear-mixed 
effect models even for subcomponents which are rated on a 0–6 scale. However, with ordinal 
rating scales, the variability of the scores is lower when the ratings are closer to the boundary 
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values 0 or 6. A possible solution could be to use ordinal models to define inter-rater reliability. 
Also, we have so far not included in the analysis the fact that the subcomponents are correlated. 
Finally, the restricted-likelihood methods used for estimation could further be compared with 
Bayesian approaches, which might be more appropriate given the sparse nature of the ratings.   

Thus far we have focused on the shortcomings of the instrument used by Spokane. This should 
not mask the fact that, despite seemingly low levels of reliability, the instrument has been shown 
to have predictive validity in terms of teachers’ future value added and probability of attrition 
(Goldhaber et al., 2014). And, as we illustrate, for some of the subcomponents the level of 
predictive validity could be increased substantially by adding raters. We cannot say for certain 
whether an investment in training or extra raters would be cost-effective. However, given the 
importance of teacher quality in influencing student outcomes, investing resources in improving 
the rating system would be a promising avenue to pursue. 
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Table 1: Screening criteria of the 54-point screening rubric 

Criterion	   Look	  for...	  

Certificate	  and	  
Education	  

Note	  completion	  of	  course	  of	  study;	  certificate	  held	  (current	  or	  pending);	  education	  

Training	   Look	  for	  quality,	  depth	  and	  level	  of	  candidate’s	  additional	  training	  related	  to	  position	  

Experience	   Note	  degree	  to	  which	  experience	  supports	  the	  prediction	  of	  success,	  not	  just	  the	  
number	  of	  years.	  A	  beginning	  candidate	  could	  be	  rate	  highly	  

Classroom	  
Management	  

Look	  for	  specific	  references	  to	  successful	  strategies.	  This	  may	  not	  mean	  quiet	  and	  
orderly,	  but	  planned	  and	  directed.	  Effectively	  handles	  large/small	  or	  
ethnically/sociologically	  diverse	  groups;	  develops	  routines	  and	  procedures	  to	  
increase	  learning,	  establishes	  clear	  parameters,	  and	  responds	  appropriately.	  

Flexibility	   Note	  multiple	  endorsements,	  activity,	  coaching	  interests,	  student,	  building	  or	  district,	  
or	  community	  support.	  Willing	  to	  learn	  new	  concepts	  and	  procedures,	  successfully	  
teachers	  a	  variety	  of	  assignments,	  effectively	  uses	  various	  teaching	  styles.	  

Instructional	  Skills	   Look	  for	  specific	  references	  in	  support	  of	  skill	  in	  this	  area	  –	  plans,	  implements,	  
evaluates,	  relates	  to	  students,	  creative,	  multiple	  approaches,	  monitors	  and	  adjusts,	  
uses	  culturally	  responsive	  strategies	  appropriate	  to	  age,	  background	  and	  intended	  
learning	  of	  students.	  

Interpersonal	  Skills	   Develops	  and	  maintains	  effective	  working	  relationships	  with	  diverse	  staff,	  students,	  
parents/guardians,	  and	  community.	  

Cultural	  Competency	   Look	  for	  specific	  references	  to	  successful	  strategies	  for	  building	  and	  maintaining	  a	  
relationship	  with	  each	  student	  and	  their	  family.	  This	  may	  not	  be	  explicitly	  mentioned,	  
but	  the	  following	  strategies	  offer	  some	  evidence	  of	  cultural	  competency:	  specific	  
instructional	  strategies	  providing	  each	  student	  access	  to	  a	  rigorous	  curriculum,	  
inclusive/respectful	  language	  about	  students	  and	  families,	  a	  belief	  that	  all	  children	  
can	  achieve	  at	  high	  levels,	  mention	  of	  conflict	  resolution/restorative	  practices,	  
specific	  instructional	  strategies	  for	  integrating	  culturally	  responsive	  materials	  which	  
are	  also	  rigorous,	  and	  appropriate	  statements	  about	  their	  work	  with	  diverse	  
populations.	  Note	  relevant	  training,	  course	  work,	  authors/book	  titles	  listed.	  

Preferred	  
Qualifications	  

Look	  for	  possession	  of	  qualifications	  as	  indicated	  on	  job	  posting.	  
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Table 2: Summary statistics 

  Obs. Mean SD Min. Max. 
Summative Rating 3 474 37.88 7.84 8 54 

Su
bc

om
po

ne
nt

s 

Certificate and Education 3 326 5.05 1.09 0 6 
Training 3 451 3.99 1.33 0 6 
Experience 3 473 4.06 1.20 0 6 
Management 3 446 4.08 1.15 0 6 
Flexibility 3 459 4.24 1.11 0 6 
Instructional 3 463 4.18 1.17 0 6 
Interpersonal 3 453 4.37 1.09 0 6 
Cultural 3 443 3.99 1.18 0 6 
Preferred Qualifications* 2 560 3.89 1.53 0 6 

Notes: * Item “Preferred Qualifications” was often forgotten as it appeared on the other side of 
the printed form.  
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Table 3: Estimates of the variance components and inter-rater reliability for summative ratings 

  
Percentage of total variability Total 

variability 
BIC Inter-rater reliability 

Applicant Rater Appl:School Appl:Job Residual Estimate LCI UCI 
model 1 27% 22% - - 51% 64.65 23228.50 0.27 0.23 0.30 
model 2 20% 22% 25% - 34% 63.27 23104.48 0.44 0.40 0.49 
model 3 20% 21% 18% 17% 25% 62.83 23076.20 0.54 0.49 0.59 
Notes: LCI – lower bound of bootstrapped 95% confidence interval, UCI – upper bound of bootstrapped 95% confidence interval 
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Table 4: Model comparison using BIC 

Model	   Model	  description	  
Summativ
e	  rating	  

Subcomponents	  

Certif	  &	  Ed	   Training	   Experience	   Mangmnt.	   Flexibility	   Instruct.	   Interpers.	   Cultural	   Pref.	  Qual.	  

model	  1	   Applicant	  and	  Rater	  effect	  only	   23228.5	   8539.8	   11074.7	   10585.9	   10263.9	   9998.4	   10295.1	   9764.5	   10394.9	   9096.0	  

model	  2	   +	  Applicant:School	  interaction	   23104.5	   8451.4	   11007.8	   10495.1	   10208.6	   9924.7	   10205.6	   9714.5	   10350.6	   8991.1	  

model	  3	   +	  Applicant:Job	  interaction	   23076.2	   8434.6	   11009.7	   10490.9	   10207.0	   9920.4	   10207.8	   9710.5	   10355.1	   8955.3	  

model	  3b	   +	  Job	  effect	   22956.8	   8035.2	   10927.2	   10441.4	   10124.0	   9840.5	   10177.2	   9632.8	   10249.1	   8619.3	  

model	  4a	   +	  Applicant	  type	  (Internal	  vs.	  External)	   22867.0	   8027.8	   10875.5	   10415.4	   10072.4	   9793.4	   10111.2	   9597.1	   10212.5	   8584.7	  

model	  4b	   +	  Applicant	  effect	  allowed	  to	  differ	  for	  Internal/External	   22870.7	   7986.1	   10887.7	   10431.1	   10068.3	   9794.9	   10124.5	   9612.8	   10216.8	   8587.6	  

model	  4c	   +	  Rater	  effect	  allowed	  to	  differ	  for	  Internal/External	   22876.8	   7997.7	   10870.8	   10439.9	   10077.3	   9809.1	   10139.0	   9625.3	   10230.6	   8596.9	  

model	  4e	   +	  Residual	  allowed	  to	  differ	  for	  Internal/External	   22884.0	   7982.2	   10878.9	   10448.1	   10079.1	   9815.9	   10136.6	   9631.4	   10233.8	   8604.3	  

Notes: Lowest BIC for each subcomponent typed in bold, indicating optimal model from the set of models. 

 

 

 

  



	  

	   28 

Table 5: Increasing the reliability and predictive validity by using average of more raters 

  

Estimated reliability for average 
of: 

Estimated correlation with VA for average 
of: 

1 rater 2 raters 3 raters 1 rater 2 raters 3 raters 
Infinite # of 

raters 
Summative rating 0.54 0.70 0.78 0.16 0.18 0.19 0.22 
Certificate and 
Education 0.33 0.50 0.60 0.03 0.04 0.04 0.05 
Training 0.48 0.64 0.73 0.18 0.21 0.22 0.26 
Experience 0.51 0.68 0.76 0.11 0.13 0.13 0.15 
Management 0.43 0.60 0.69 0.32 0.38 0.41 0.49 
Flexibility 0.43 0.60 0.69 0.20 0.24 0.25 0.30 
Instructional 0.50 0.67 0.75 0.15 0.17 0.18 0.21 
Interpersonal 0.43 0.61 0.70 0.07 0.08 0.09 0.11 
Cultural 0.36 0.53 0.63 0.04 0.05 0.05 0.07 
Preferred 
Qualifications 0.60 0.75 0.82 0.07 0.08 0.08 0.09 
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Figure 1: Mean and range of summative ratings of applicants rated multiple times 

 

Notes: Each vertical line connects ratings given to single applicant during period 2009–2013 (at 
the same or at a different school). 
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Figure 2: Mean and range of summative ratings of applicants rated multiple times at the 
same school  

 

Notes: Each vertical line connects multiple ratings given to single applicant at the same school 
during period 2009–2013. 
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Figure 3: Hiring process in Spokane public schools 

Notes: Numbers indicate total number of applicants between years 2008/09 and 2012/13. Blue 
circle represents population used for estimation of reliability of 54-point rubric.   
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Figure 4: Estimates of inter-rater reliability for the summative rating and for 
subcomponents 

 

Notes: Estimates and bootstrapped 95% confidence intervals for three models: Across Schools 
(model (1)), Within Schools (model (2)) and Within Job Openings (model (3)). Comparison of 
the three models (using BIC) suggests that applicant effect varies for schools for Summative 
rating as well as for all subcomponents, and that applicant effect varies also for Job openings for 
total score as well as for most of the subcomponents (all, except for Training, Instructional Skills 
and Cultural Competencies), suggesting that the estimate of inter-rater reliability based on Model 
3-Within Job Opening) is the most appropriate one. For further details, see Table A1. 
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Figure 5: Estimates of inter-rater reliability for internal and external applicants 
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Figure 6: Estimates of inter-rater reliability by school type 

 

 

  



Appendix A – Supplemental Tables and Figures 

Table A1: Variance decomposition and estimates of inter-rater reliability for models (1 – 3) 

Model (1) – Across Schools Percentage of total variability Total 
variability 

BIC Inter-rater reliability 

Applicant Rater Appl:School Appl:Job Residual Estimate LCI UCI 
Summative Rating 27% 22% - - 51% 64.65 23228 0.27 0.23 0.30 
Certificate and Education 10% 43% - - 47% 1.25 8540 0.10 0.08 0.13 
Training 27% 13% - - 60% 1.77 11075 0.27 0.23 0.30 
Experience 23% 13% - - 64% 1.46 10586 0.23 0.20 0.27 
Management 21% 13% - - 65% 1.36 10264 0.21 0.18 0.25 
Flexibility 21% 17% - - 63% 1.29 9998 0.21 0.17 0.24 
Instructional 28% 12% - - 60% 1.40 10295 0.28 0.24 0.32 
Interpersonal 22% 18% - - 60% 1.24 9765 0.22 0.19 0.26 
Cultural 18% 18% - - 64% 1.46 10395 0.18 0.14 0.21 

Preferred Qualifications 11% 21% - - 68% 2.44 9096 0.11 0.08 0.15 

Model (2) – Within Schools Percentage of total variability Total 
variability 

BIC Inter-rater reliability 

Applicant Rater Appl:School Appl:Job Residual Estimate LCI UCI 

Summative Rating 20% 22% 25% - 34% 63.27 23104 0.44 0.40 0.49 

Certificate and Education 5% 42% 22% - 31% 1.23 8451 0.27 0.23 0.31 

Training 21% 13% 22% - 44% 1.76 11008 0.43 0.38 0.47 

Experience 17% 12% 27% - 43% 1.46 10495 0.44 0.40 0.49 

Management 16% 13% 21% - 50% 1.34 10209 0.37 0.32 0.42 

Flexibility 15% 16% 23% - 46% 1.27 9925 0.37 0.32 0.42 

Instructional 22% 12% 25% - 42% 1.38 10206 0.46 0.42 0.51 

Interpersonal 17% 17% 19% - 46% 1.22 9715 0.37 0.32 0.41 

Cultural 13% 18% 19% - 50% 1.45 10351 0.32 0.28 0.37 

Preferred Qualifications 5% 19% 37% - 40% 2.39 8991 0.41 0.35 0.47 



Model (3) – Within Job 
Openings 

Percentage of total variability Total 
variability 

BIC Inter-rater reliability 

Applicant Rater Appl:School Appl:Job Residual Estimate LCI UCI 
Summative Rating 20% 21% 18% 17% 25% 62.83 23076 0.54 0.49 0.59 
Certificate and Education 5% 42% 15% 13% 25% 1.22 8435 0.33 0.28 0.39 
Training 21% 13% 18% 9% 40% 1.75 11010 0.48 0.42 0.53 
Experience 17% 12% 22% 12% 37% 1.46 10491 0.51 0.46 0.57 
Management 16% 13% 15% 12% 44% 1.34 10207 0.43 0.37 0.49 
Flexibility 15% 16% 16% 12% 40% 1.26 9920 0.43 0.37 0.49 
Instructional 21% 12% 21% 8% 38% 1.37 10208 0.50 0.45 0.56 
Interpersonal 17% 17% 14% 13% 40% 1.21 9711 0.43 0.38 0.49 
Cultural 13% 18% 16% 7% 46% 1.45 10355 0.36 0.30 0.43 

Preferred Qualifications 5% 18% 27% 28% 22% 2.37 8955 0.60 0.54 0.65 

Notes: Lowest Bayesian Information Criterion (BIC) within the three models for each subcomponent is printed in bold. 

Table A2: Variance decomposition and estimates of inter-rater reliability for internal and external applicants 

Model (3) for Internal Applicants Percentage of total variability Total 
variability 

Inter-rater reliability 

Applicant Rater Appl:School Appl:Job Residual Estimate LCI UCI 

In
te

rn
al

 A
pp

lic
an

ts
 

Summative Rating 17% 21% 24% 15% 23% 60.46 0.56 0.50 0.62 

Certificate and Education 2% 46% 15% 15% 22% 1.13 0.32 0.26 0.38 

Training 18% 12% 22% 11% 37% 1.66 0.50 0.43 0.57 

Experience 15% 11% 26% 11% 37% 1.40 0.53 0.46 0.59 

Management 15% 13% 19% 15% 38% 1.26 0.49 0.42 0.55 

Flexibility 15% 16% 20% 10% 40% 1.22 0.45 0.38 0.52 

Instructional 20% 11% 26% 7% 36% 1.28 0.53 0.46 0.59 

Interpersonal 15% 15% 18% 12% 40% 1.13 0.45 0.38 0.52 

Cultural 12% 16% 23% 5% 44% 1.37 0.40 0.34 0.47 
Preferred Qualifications 6% 19% 34% 20% 21% 2.37 0.60 0.53 0.67 



Model (3) for External Applicants Percentage of total variability Total 
variability 

Inter-rater reliability 

Applicant Rater Appl:School Appl:Job Residual Estimate LCI UCI 

E
xt

er
na

l A
pp

lic
an

ts
 

Summative Rating 17% 28% 11% 16% 28% 60.96 0.44 0.35 0.51 

Certificate and Education 15% 36% 6% 13% 30% 1.39 0.34 0.25 0.43 

Training 19% 23% 19% 0% 38% 1.78 0.39 0.31 0.49 

Experience 19% 16% 20% 10% 35% 1.47 0.48 0.40 0.56 

Management 15% 17% 15% 0% 52% 1.39 0.30 0.22 0.41 

Flexibility 14% 21% 5% 18% 42% 1.28 0.38 0.28 0.47 

Instructional 17% 14% 17% 6% 46% 1.41 0.40 0.31 0.51 

Interpersonal 13% 22% 10% 17% 37% 1.30 0.41 0.31 0.51 

Cultural 15% 19% 6% 10% 51% 1.49 0.30 0.20 0.40 

Preferred Qualifications 0% 25% 14% 36% 25% 2.28 0.50 0.40 0.61 

 

  



Table A3: Variance decomposition and estimates of inter-rater reliability by school type. 

Model (3) for Elementary 
Schools 

Percentage of total variability Total 
variability 

Inter-rater reliability 

Applicant Rater Appl:School Appl:Job Residual Estimate LCI UCI 

E
le

m
en

ta
ry

 S
ch

oo
ls

 

Summative Rating 23% 18% 12% 35% 13% 62.49 0.70 0.63 0.76 

Certificate and Education 4% 36% 12% 30% 17% 1.02 0.46 0.38 0.55 

Training 29% 8% 15% 21% 27% 1.80 0.65 0.57 0.73 

Experience 16% 13% 22% 22% 28% 1.49 0.60 0.51 0.69 

Management 21% 12% 7% 33% 27% 1.42 0.61 0.52 0.69 

Flexibility 16% 16% 12% 30% 25% 1.33 0.58 0.49 0.66 

Instructional 25% 10% 22% 17% 26% 1.43 0.64 0.54 0.71 

Interpersonal 16% 13% 12% 34% 25% 1.21 0.62 0.55 0.70 

Cultural 7% 21% 16% 32% 23% 1.53 0.56 0.46 0.65 

Preferred Qualifications 5% 19% 21% 52% 3% 2.36 0.79 0.72 0.86 

Model (3) for Middle and High 
Schools 

Percentage of total variability Total 
variability 

Inter-rater reliability 

Applicant Rater Appl:School Appl:Job Residual Estimate LCI UCI 

M
id

dl
e 

an
d 

H
ig

h 
Sc

ho
ol

s 

Summative Rating 19% 19% 22% 10% 30% 59.12 0.50 0.44 0.57 

Certificate and Education 6% 38% 22% 8% 27% 1.28 0.36 0.29 0.43 

Training 17% 16% 19% 2% 47% 1.70 0.37 0.31 0.45 

Experience 20% 9% 19% 11% 41% 1.34 0.50 0.43 0.57 

Management 13% 10% 22% 3% 52% 1.22 0.38 0.31 0.46 

Flexibility 13% 15% 21% 3% 49% 1.17 0.37 0.30 0.45 

Instructional 20% 9% 20% 6% 45% 1.28 0.46 0.39 0.53 

Interpersonal 18% 16% 15% 6% 46% 1.15 0.38 0.31 0.46 

Cultural 19% 12% 16% 1% 53% 1.35 0.35 0.29 0.43 

Preferred Qualifications 4% 16% 30% 24% 26% 2.34 0.58 0.50 0.66 
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Figure A1 

 

Figure A2 
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Appendix B – Selected R code 

#	  Overall	  level:	  
model1	  <-‐	  lmer(total~1+(1|applicant)+(1|rater),	  data=screening)	  
	  

#	  School	  level:	  
model2a	  <-‐	  lmer(total~1+(1|applicant)+(1|rater)+(1|school),data=screening)	  
model2b	  <-‐	  lmer(total~1+(1|applicant)+(1|rater)+(1|school)+	  
(1|applicant:school),	  data=screening)	  
model2	  <-‐	  lmer(total~1+(1|applicant)+(1|rater)+(1|applicant:school),	  
data=screening)	  

	  

#	  Job	  level:	  
model3a	  <-‐	  lmer(total~1+(1|applicant)+(1|rater)+(1|applicant:school)+	  
(1|job_id),	  data=screening)	  
model3b	  <-‐	  lmer(total~1+(1|applicant)+(1|rater)+(1|applicant:school)+	  
(1|job_id)+	  (1|applicant:job_id),	  data=screening)	  
model3	  <-‐	  lmer(total~1+(1|applicant)+(1|rater)+(1|applicant:school)+	  
(1|applicant:job_id),	  data=screening)	  

	  

#	  Models	  including	  applicant-‐type	  effect:	  

#	  model	  4a:	  internal	  get	  higher	  score	  
model4a3b	  <-‐	  lmer(total~1+internal+(1|applicant)+(1|rater)+	  	  	  
(1|applicant:school)+(1|job_id)+(1|applicant:job_id),	  data=screening)	  

#	  model	  4b:	  applicant	  variability	  varies	  for	  internal/external	  applicants	  
model4b3b	  <-‐	  lmer(total~1+internal+(1|rater)+(0+internal|applicant)+	  
(1|job_id)+(1|applicant:school)+(1|applicant:job_id),	  data=screening)	  

#	  model	  4c:	  also	  rater	  variability	  varies	  for	  internal/external	  applicants	  
model4c3b	  <-‐	  lmer(total~1+internal+(0+internal|rater)+	  
(0+internal|applicant)+(1|applicant:school)+(1|applicant:job_id)+(1|job_id),	  
data=screening)	  

#	  model	  4e:	  The	  error	  term	  varies	  for	  internal/external	  
error1	  <-‐	  1:dim(screening)[1]	  
error1[screening$internal]	  <-‐	  0	  
error1f	  <-‐	  as.factor(error1)	  
	  

model4e3b	  <-‐	  lmer(total~1+internal+(0+internal|rater)+(0+internal|applicant)	  
+(1|applicant:school)+	  (1|job_id)+(1|applicant:job_id)+(1|error1f),	  
data=screening))	  
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#	  Model	  comparison	  

BIC(model1,	  model2,	  model3b,	  model3,	  model4a3b,	  model4b3b,	  model4c3b,	  
model4e3b,anova(model1,	  model2,	  model3b,	  model4a3b,	  model4b3b,	  model4c3b,	  
model4e3b)	  
anova(model1,	  model2,	  model3b,	  model4a3b,	  model4b3b,	  model4c3b,	  model4e3b)	  

	  

#	  Estimation	  of	  inter-‐rater	  reliability	  in	  model	  (3):	  

model	  <-‐	  lmer(total~1+(1|applicant)+(1|rater),data=screening)	  
varAppl	  <-‐	  as.numeric(VarCorr(model)["applicant"])	  
varRater	  <-‐	  as.numeric(VarCorr(model)["rater"])	  
varApplSch	  <-‐	  as.numeric(VarCorr(model)["applicant:school"])	  
varApplJob	  <-‐	  as.numeric(VarCorr(model)["applicant:job_id"])	  
varResid	  <-‐	  sigma(model)^2	  

rel1	  <-‐	  (varAppl	  +	  varApplSch	  +	  varApplJob)/(varAppl	  +	  varRater	  +	  varApplSch	  
+	  varApplJob	  +	  varResid)	  

	  

#	  Bootstrapped	  95%	  confidence	  interval	  for	  inter-‐rater	  reliability	  

bIRRmodel4	  <-‐	  bootMer(model,	  function(mm)	  (VarCorr(mm)$applicant[,]	  +	  
as.numeric(VarCorr(mm)["applicant:school"])	  +	  
as.numeric(VarCorr(mm)["applicant:job_id"]))/	  (VarCorr(mm)$applicant[,]	  +	  
VarCorr(mm)$rater[,]	  +	  as.numeric(VarCorr(mm)["applicant:school"])	  +	  
as.numeric(VarCorr(mm)["applicant:job_id"])	  +	  sigma(mm)^2),	  1000)	  

lci	  <-‐	  quantile(bIRRmodel2$t,	  0.025)	  
uci	  <-‐	  quantile(bIRRmodel2$t,	  0.975)	  

	  

#	  Increasing	  reliability	  by	  averaging	  ratings	  of	  2	  or	  3	  raters:	  
rel2	  <-‐	  (varAppl	  +	  varApplSch	  +	  varApplJob)/(varAppl	  +	  varRater/2	  +	  
varApplSch	  +	  varApplJob	  +	  varResid/2)	  
rel3	  <-‐	  (varAppl	  +	  varApplSch	  +	  varApplJob)/(varAppl	  +	  varRater/3	  +	  
varApplSch	  +	  varApplJob	  +	  varResid/3)	  

	  

#	  Increasing	  correlation	  with	  VAM	  by	  increasing	  reliability	  
cor1	  <-‐	  c(0.16,	  0.03,	  0.18,	  0.11,	  0.32,	  0.20,	  0.15,	  0.07,	  0.04,	  0.07)	  
corInf	  <-‐	  cor1/sqrt(rel1)	  
cor2	  <-‐	  cor1/sqrt(rel1)*sqrt(rel2)	  
cor3	  <-‐	  cor1/sqrt(rel1)*sqrt(rel3)	  


