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## I. Student Achievement as a Teacher Performance Measure

Policymakers appear increasingly inclined to utilize measures of student achievement, often state assessment results, to inform high-stakes teacher personnel decisions. This has been spurred on by the federal government's Teacher Incentive Fund (TIF) and Race to the Top (RttT) grant programs, each of which urge states and localities to tie teacher performance to compensation, renewal, and tenure. ${ }^{1}$ There are good reasons for this: current teacher evaluation systems in most school districts appear to be far from rigorous. ${ }^{2}$ Those currently utilized in the vast majority of school systems in the country find nearly all teachers to be ranked in the top performance category. A recent study (Weisburg et al., 2009), for instance, showed that more than 99 percent of teachers in districts using binary ratings were rated satisfactory. ${ }^{3}$ As Secretary of Education Arne Duncan put it, "Today in our country, 99 percent of our teachers are above average" (Gabriel, 2010).

This "Lake Wobegon Effect" flies in the face of considerable empirical evidence that teachers differ substantially from each other in effectiveness. ${ }^{4}$ It also does not reflect the assessment of the teacher workforce by administrators or other teachers (Jacob and Lefgren, 2008; Tucker, 1997; Weisburg et al., 2009). And evaluation systems that fail to recognize the true differences amongst teachers greatly hamper the ability of policymakers to make well-informed decisions about the key education resource over which they have control.

[^0]In theory, human resource policies could, and perhaps should, depend on performance evaluations. But today it is nearly impossible to act on differences between teachers when documented records show them all to be the same. There are multiple avenues through which teacher performance measures could be used to increase student achievement. Over time, teacher performance indicators could conceivably be used for the identification of teacher characteristics that are aligned with effectiveness; this could assist districts' screening and hiring processes (Rockoff and Speroni, 2011). They could help identify those teachers who are struggling and would benefit from professional development or mentoring (Darling-Hammond et al., 2012). And they could be used in higher stakes ways: for instance to financially reward effectiveness under pay for performance systems (Podgursky and Springer, 2007), or for selective retention purposes such as helping determine tenure (Goldhaber and Hansen, 2010b) and layoffs (Boyd et al., 2010; Goldhaber and Theobald, 2011).

But, while conceptually simple, the idea of using student outcomes as a teacher performance measure is complex to implement for a variety of reasons, not least of which is the fact that there is no universally agreed upon statistical methodology for translating student achievement measures into teacher performance. Moreover, it is likely that there may be a tradeoff between accuracy and transparency when it comes to different measures. For example, in the case of teacher performance pay, it is possible that a straightforward, easy to understand performance measure that teachers trust, and are therefore more likely to accept at the bargaining table, will lead to increased teacher effort. On the other hand, one might put more emphasis on accuracy for measures that will be used to help inform retention decisions.

A number of evaluation systems being implemented are designed explicitly to use student growth on standardized tests as a metric for teacher job performance. ${ }^{5}$ This is true for some districts with TIF grants (Proctor et al., 2011), and for all states with RttT grants. ${ }^{6}$ But while all RttT states are using student growth as an input into teacher evaluations, our own review of plans from first and second round winners of RttT, summarized in Table 1 below, shows that there is cross-state variation in the models that are to be employed: six states are committed to using a value-added model (VAM), two states are using a student growth model, and three states are using a VAM in conjunction with a growth model. ${ }^{7}$

## [Table 1 about here]

The fact that states will be using different methods to translate student test scores into a (component) measure of teacher performance raises the question of whether the choice of model matters. There is only a sparse literature on the extent to which differences in methodology used to translate student test achievement into teacher performance affects the ranking of teachers. ${ }^{8}$ In this paper, we extend this literature using statewide data from North Carolina to evaluate different methodologies for translating student achievement results into teacher performance. In particular, we focus on the extent to which there are differences in teacher effect estimates generated from different

[^1]modeling approaches and to what extent classroom level characteristics predict these differences.

Our findings are consistent with research that finds models including student background and classroom characteristics are highly correlated with simpler specifications that only include a single-subject lagged test score, while value-added models estimated with school or student fixed effects have a lower correlation. Interestingly, teacher effectiveness estimates based on median student growth percentiles are highly correlated with estimates from VAMs that include only a lagged test score and those that also include lagged scores and student background characteristics, despite the fact that the two methods for estimating teacher effectiveness are, at least conceptually, quite different. However, even when the correlations between job performance estimates generated by different models are quite high, differences in the composition of students in teachers' classrooms can have sizable effects on the differences in their effectiveness estimates.

## II. Using Student Test Performance as a Gauge of Teacher Effectiveness

There are two broad categories of models that are used to associate student growth with teacher effectiveness: student growth percentile (SGP) models (also commonly known as the "Colorado Growth Model") and value-added models (VAMs). The primary distinctions between the two approaches are the estimation methodology and the use of control variables included in each model.

SGPs are generated using a nonparametric quantile regression model in which student achievement in one period is assumed to be a function of one or more years of
prior achievement (Koenker, 2005). ${ }^{9}$ SGPs are descriptive measures of growth, designed to provide an easily-communicated metric to teachers and stakeholders. They are not, however, intended to be aggregated to the teacher level for the purpose of making causal inferences about the reasons for classroom-level differences in student growth (Betebenner, 2007). An argument for not making strong causal claims is that SGPs do not explicitly account for differences in student background by including covariates, such as the receipt of free or reduced price lunch, in the model. But, while they do not explicitly control for student background, they may implicitly account for differences in student backgrounds by utilizing a functional form that compares students that are quite similar to each other in terms of baseline achievement.

Value-added models have long been used by economists focusing on assessing the effects of schooling attributes (class size, teacher credentials, etc.) on student achievement (Hanushek, 1979, 1986). More recently they have been used in an attempt to identify the contributions of individual teachers in the learning process (Ballou et al., 2004; Gordon et al., 2006; McCaffrey et al., 2004). In VAMs, teacher performance estimates are generally derived in one step, ${ }^{10}$ and unlike SGPs, performance estimates from VAMs are often intended to be treated as causal because they are estimated based on models that often include student covariates. The academic literature, however, is divided concerning the extent to which different VAM specifications can be used to

[^2]generate unbiased estimates of the effectiveness of individual teachers using nonexperimental data (Ballou et al., 2004; Chetty et al., 2011; Goldhaber and Chaplin, 2012; Kane and Staiger, 2008; Koedel and Betts, 2011; McCaffrey et al., 2004; Rothstein, 2010). ${ }^{11}$

The question of whether VAM or SGP estimates of teacher performance are in fact unbiased measures of true teacher performance is clearly important, but our focus in this paper is on the extent to which different model estimates are comparable. ${ }^{12}$ A small body of literature compares estimates of teacher performance generated from different VAM specifications. ${ }^{13}$ In general, teacher effects from models including and excluding classroom-level variables tend to be highly correlated with one another ( $\mathrm{r}>.9$ ) (Ballou et al., 2004; Harris and Sass, 2006; Lockwood et al, 2007), while models including and excluding school fixed effects yield estimates with correlations close to 0.5 (Harris and Sass, 2006). Research has also found that VAM estimates are more sensitive to the outcome measure than with model specification (Lockwood et al., 2007; Papay, 2010). There is less agreement between traditional models that use a prior-year test score and those that use same-year, cross-subject achievement scores to control for student ability at the high school level (Goldhaber et al., 2011).

While the above research does suggest relatively high levels of overall agreement for various VAMs, even relatively strong correlations can result in cross-specification differences in teacher classifications that could be problematic from a policy perspective. For instance, one of the criticisms of the well-publicized public release of teacher

[^3]effectiveness estimates connected to teacher names in the Los Angeles Times is that the estimates of effectiveness were sensitive to model specification. Briggs and Domingue (2011), for instance, compare results of teachers' ratings from a specification they argue is consistent with that used to estimate effectiveness for the Times, to specifications that include additional control variables. ${ }^{14}$ The correlation between the two specifications is reported to be 0.92 in math and 0.79 in reading, but when teachers are classified into effectiveness quintiles, only about 60 percent of teachers retained the same effectiveness category in math, while in reading only 46 percent of teachers shared the same ratings of effectiveness (Briggs and Domingue, 2011). These findings are, of course, not surprising to statisticians, but the results of value-added analysis are viewed by teachers' unions as "inconsistent and inconclusive" (L.A.Times, 2010).

Another concern for policymakers who wish to tie teacher performance to student test scores is the stability of teacher effect estimates over time. Models may generate unbiased estimates of teacher effectiveness but still be unstable from one year to the next. Using a large dataset of elementary and middle school math tests in Florida, McCaffrey et al. (2009) estimate several VAMs and find year-to-year correlations generally ranging from 0.2 to 0.5 in elementary schools and 0.3 to 0.6 in middle schools. Comparing teacher rankings, they find that about a third of teachers ranked in the top quintile are again in the top quintile the next year. Goldhaber and Hansen (forthcoming) perform similar analyses using statewide elementary school data from North Carolina over a tenyear period. They find year-to-year correlations of teacher effectiveness estimates

[^4]ranging from 0.3 to 0.6 , and conclude that these magnitudes are not inconsistent with the stability of performance measures from occupations other than teaching.

Despite the increasing popularity of SGPs, there is less formal literature comparing SGPs to other models that produce teacher effect estimates. Goldschmidt et al. (2012) focus on differences between SGPs and VAMs at the school level and find school effects estimated with SGPs to be correlated most highly with effects generated by simple panel growth models and covariate adjusted VAMs with school random effects, with correlations between 0.23 and $0.91 .{ }^{15}$ They also find a high level of agreement between SGPs and VAMs with random effects when schools are divided into quintiles of effectiveness. In elementary schools the two measures place schools in the same performance quintile 55 percent of the time and within one quintile 95 percent of the time. At the school level, effectiveness estimates based on SGPs are less stable over time (with correlations ranging between 0.32 and 0.46 ) than estimates generated by VAMs with school fixed effects (with correlations ranging between 0.71 and 0.81 ).

Ehlert et al. (2012) also investigate school-level differences between various models and find estimates from school level median SGPs, single-stage fixed effects VAMs, and two-stage VAMs to have correlations of about 0.85 . Despite this overall level of agreement, they find meaningful differences between the estimates from different models for the most advantaged and disadvantaged schools. For example, only 4 percent of the schools in the top quartile according to the SGP model are high poverty schools, while 15 percent of the schools in the top quartile according to the two-stage VAMs are

[^5]considered high poverty. Furthermore, for schools that fall into the top quartile of effectiveness according to the two-stage method but fall outside the top quartile according to the SGP model, the aggregate percent free/reduced price lunch is about 70 percent. This percentage is only 33 percent for schools in the top quartile according to the SGP model but outside the top quartile according to the two-stage VAM.

There are few studies that compare the estimates of teacher effectiveness using median SGPs and VAMs at the teacher level. While not the focus of their research, Goldhaber and Walch (forthcoming) note correlations between a covariate adjusted VAM and median SGPs of roughly 0.6 in reading and 0.8 in math. The issue that concerns many educators and policymakers when considering which model to adopt is whether teachers charged with educating certain students might be disadvantaged by the measure. Wright (2010) addresses this issue in the context of comparing SGPs to the EVAAS model. ${ }^{16}$ Wright finds greater negative correlations with median SGPs and classroom poverty level than the equivalent EVAAS model.

## III. Data and Analytic Approach

## A. North Carolina Data

The data we utilize for our research comparing teacher performance estimates generated from different models are managed by Duke University's North Carolina Education Research Data Center (NCERDC) and are comprised of administrative records of all teachers and students in North Carolina. This dataset includes student standardized

[^6]test scores in math and reading, student background information, and teacher employment records and credentials from school years 1995-1996 through 2008-09. ${ }^{17}$

While the dataset does not explicitly match students to their classroom teachers, it does identify the person who administered each student's end-of-grade tests. There is good reason to believe that at the elementary level most of the listed proctors are, in fact, classroom teachers. In order to be more confident in our teacher-student link we take several precautionary measures. First we use a separate personnel file to eliminate proctors who are not designated as classroom teachers, or who are listed as teaching a grade that is inconsistent with the grade level of the proctored exam. We also restrict the analytic sample to include only self-contained, non-specialty classes in grades 3-5 and only include classrooms with at least 10 students for whom we can calculate an SGP and no more than 29 students (the maximum number of elementary students per classroom in North Carolina). In addition to these teacher-level restrictions, we also exclude students missing prior year test scores from the analytic sample, since pre-scores are required in the models we use to estimate teacher effectiveness.

These restrictions leave us a sample of 34,401 unique teachers and 120,267 unique teacher-year observations spanning 14 years. Descriptive statistics for the restricted and unrestricted samples are displayed in Table 2. We find the restricted and unrestricted samples to be very similar in terms of observable characteristics.

## [Table 2 about here]

[^7]
## B. Methods of Estimating Teacher Performance

In our analysis we explore the extent to which six different teacher performance estimates compare to one another. These are generated either by SGP or VAMs as we describe below.

## Student Growth Percentiles

Calculation of a student's SGP is based upon the conditional density associated with student prior scores at time $t$ using prior scores as conditioning variables (Betebenner, 2008). ${ }^{18}$ Given assessment scores for $t$ occasions, $t \geq 2$, the $v$-th conditional quantile for current test score, $A_{1}$ is based upon previous test scores, $A_{t-1}, A_{t-2} \ldots, A_{1}$ :

$$
\begin{equation*}
Q_{A_{t}}\left(v \mid A_{t-1}, \ldots, A_{1}\right)=\sum_{m=1}^{t-1} \sum_{k=1}^{7} v_{k m}\left(A_{m}\right) \beta_{k m}(v) \tag{1}
\end{equation*}
$$

The b-spline based quantile regression procedure is used to accommodate non-linearity, heteroscedasticity and skewness of the conditional density associated with the dependent variable and is denoted by 7 cubic polynomials pieced together, $k=1,2, \ldots, 7$, that "smooth" irregularities and previous test measures, $m=1, \ldots, t-1$ (Betebenner, 2008).

[^8]the program places knots at the $0.2,0.4,0.6$, and 0.8 quantiles. Also, default arguments of the program were employed which produces rounded SGP values from 1 to 99 for each student. Considering the limitations of how SGPs are calculated by the SGP package in the statistical program R, we generate SGPs in two ways: using a maximum of three prior scores, and using one prior score. ${ }^{20}$ However, because the teacher effectiveness estimates are very similar regardless of whether we use a single year or multiple years ( $\mathrm{r}=0.96$ for math; $\mathrm{r}=0.93$ for reading), we choose to only report the results for SGPs based on a single prior-year score.

Student achievement, as measured by SGPs, is translated into teacher performance by taking the median SGP, which we refer to as MGP, across students for each teacher. We generate single year estimates for each teacher in the sample by taking the MGP for each teacher in each year. For teachers in the data for consecutive years, we generate 2-year teacher effectiveness estimates by pooling each teacher's students over two consecutive years and finding the MGP for that time period. ${ }^{21}$

## Value-Added Models

A common method for estimating teacher effectiveness typically includes a fixed effect for each teacher spanning multiple time periods (which may be based on one or more years of student-teacher matched data):

[^9]\[

$$
\begin{equation*}
A_{i j t}=\beta_{0} A_{i(t \text { prior })}+\beta_{1} X_{i t}+\beta_{2} \kappa_{j t}+\tau_{j t}+\varepsilon_{i j t} \tag{2}
\end{equation*}
$$

\]

where $i$ indexes students, $j$ indexes teachers, and $t$ indexes time period. In the above general formulation, the estimated average within-teacher effect over each specified time period, $t$, is typically derived by regressing achievement at a particular point in time ( $A_{i j t}$ ) on measures of prior achievement $\left(A_{i(t \text { prior })}\right)$, a vector of student background characteristics $\left(X_{i t}\right)$, a vector of classroom characteristics $\left(\kappa_{j t}\right)$, and teacher fixed effects $\left(\tau_{j t}\right) .^{22}$ The error term $\left(\varepsilon_{i j t}\right)$ is assumed to be uncorrelated with the predictors in the regression.

We estimate a number of variants of Equation 2. The simplest model, VAM 1, ("Lagged Score VAM") only includes same-subject student achievement in the previous year and teacher fixed effects. VAM 2 ("Student Background VAM") builds on the simple model by also including the vector of student background characteristics: gender, race/ethnicity, free/reduced price lunch status (FRL), learning disability, limited English proficiency, and parents' education level. ${ }^{23}$ VAM 3 ("Classroom Characteristics VAM") includes student background and the following classroom-level variables: classroom percentages of FRL, disability, and minority students, percentage of students with parental education of bachelor's degree or higher, average prior-year math and reading achievement, and class size.

We also estimate a school fixed effects model (VAM 4), where we substitute the classroom-level characteristics in Equation 2 with school fixed effects, $\left(\zeta_{t}\right)$ :

[^10]\[

$$
\begin{equation*}
A_{i j t}=\beta_{0} A_{i(t \text { prior })}+\beta_{1} X_{i t}+\zeta_{t}+\tau_{j t}+\varepsilon_{i j t} \tag{3}
\end{equation*}
$$

\]

This model specification yields estimates identified based on within school variation in student performance/teacher effectiveness.

In a final VAM specification, student background variables are replaced by individual student fixed effects, $\varsigma_{i}$ :

$$
\begin{equation*}
A_{i j t}=\varsigma_{i}+\tau_{j t}+\varepsilon_{i j t} \tag{4}
\end{equation*}
$$

The argument for estimating a student fixed effects specification is that student background variables may not adequately account for student heterogeneity whereas the inclusion of individual student effects does account for all time invariant observable and unobservable differences between students. ${ }^{24}$ It is important to note that the teacher effects identification strategy of this specification (VAM 5: "Student Fixed Effects VAM") is quite different from those described above: here teacher effectiveness is identified based on within student variation in performance so students must be in the sample for multiple years. This requirement reduces the student sample from 2,398,173 to $992,669 .{ }^{25}$

[^11]We focus on the above five VAM specifications, along with the median student growth percentiles, in the analysis, but we also estimate a number of other variations of Equation 2: a specification with student and school-level characteristics; one that only includes same-subject and cross-subject prior achievement; one that includes student achievement from two prior years; and one that uses the same covariates as VAM 2 but excludes students with a disability in math, reading, or writing from the sample. Each of these specifications yielded teacher effectiveness estimates that were highly correlated (i.e. a correlation over 0.95 in math and 0.92 in reading) with at least one of the five VAM specifications that we describe above so, for the sake of parsimony, we do not describe these results in Section IV below.

In estimating teacher effectiveness one might incorporate one or more years of matched student-teacher data into the estimates of teacher effectiveness. VAMS 1, 2, and 5, if based on a single year, are really teacher-classroom-year effects (henceforth we refer to these below simply as teacher effects) since the teacher estimates cannot be distinguished from classroom- or school-level effects because there is no independent variation in classroom and school variables. For these VAMs, and MGPs, we estimate both 1- and 2-year teacher effects but keep the econometric specification consistent (i.e. do not add in classroom or school-level variables). ${ }^{26}$

It is not possible to estimate single-year effects for VAMs 3 and 4 (that independently identify school effects) because there is no variation in classroom or

[^12]school characteristics or school fixed effects within each year for teachers or students, but we can estimate 2-year models for these specifications. ${ }^{27}$ For these models the student sample is based on the current and previous year (for example, the 2-year effects for teachers in 2005 are based on student achievement from 2005 and 2004; teachers who are absent from the sample in 2004 do not have a 2-year effectiveness estimate for 2005). Models for 2-year effects are estimated separately by time period and include grade and year dummy variables. We provide a summary description of each of the teacher effectiveness models in Table 3 as a reference.

## [Table 3 about here]

Finally, it is common practice to account for measurement error with an Empirical Bayes (EB) shrinkage adjustment, where each teacher effectiveness estimate is weighted toward the grand mean based on the reliability of the estimate (Aaronson et al., 2007; Boyd et al., 2008). Estimates with higher standard errors (i.e. those that are less reliable) are shrunken more toward the mean, while more reliable estimates are little affected. We find the adjusted estimates to be very similar to the unadjusted estimates and choose to report results of the analysis using the unadjusted estimates. ${ }^{28}$

[^13]
## IV. Results

Prior to our discussion about agreement/disagreement between models when it comes to estimates of individual teacher effects, we briefly note a few findings about the estimated effect size estimates from each of the models used to estimate teacher performance. We report these effect sizes in Table 4 for the 1-year performance estimates in math (column 1) and 1-year performance estimates in reading (column 2), and, where possible, for the 2-year performance estimates in math (column 3) and 2-year performance estimates in reading (column 4), for each of the methods of estimating teacher effectiveness. The table includes both unadjusted estimates as well as effect sizes adjusted, in the case of VAMs, for sampling error. ${ }^{29}$

## [Table 4 about here]

Our findings suggest that a one standard deviation increase in the distribution of teacher effectiveness (for example from the median to the $84^{\text {th }}$ percentile) translates to an increase of about 0.15 to 0.25 standard deviations of student achievement; magnitudes consistent with findings in other studies (e.g. Aaronson et al., 2007; Goldhaber and

[^14]Hansen, forthcoming). ${ }^{30}$ But, in addition, two patterns emerge. First, both the unadjusted and adjusted measures tend to be larger for math (except in the case of VAM 5). This is not surprising given that teacher effectiveness (and schooling resources in general) tends to explain a larger share of the variance in student outcomes in math than reading (e.g. Aaronson et al., 2007; Goldhaber and Hansen, 2010a; Koedel and Betts, 2007; Schochet and Chiang, 2010). Second, in most of the models the sampling error adjustment reduces the estimated magnitude of changes in teacher quality by about 20 percent. The exception is for VAM 5 (Student Fixed Effects VAM), where teacher effects are very imprecisely estimated so the sampling error adjustment reduces the effect size by over 80 percent. ${ }^{31}$

## A. Correlation of Teacher Effects Across Model Specifications:

Table 5 reports both the Pearson and Spearman rank correlation coefficients (Pearson/Spearman) between the various single-year estimates of teacher effectiveness, and Table 6 reports analogous correlations for the two-year effectiveness estimates. ${ }^{32,33}$

## [Tables 5 and 6 about here]

The findings in these tables are consistent with the existing literature in several respects. First, we find that the correlations are higher for estimates of teacher

[^15]effectiveness in math than reading; for each of the model comparisons, the Spearman rank correlations are generally between 0.05 and 0.10 (with even greater differences in the Student FE VAM) higher for math (Panel A) than for reading (Panel B), again, consistent with findings that the signal-noise ratio tends to be higher for math than reading estimates.

Second, the addition of additional years of teacher performance data tends to increase the correlations, suggesting greater reliability of the estimates (Glazerman et al., 2010; Goldhaber and Hansen, forthcoming; McCaffrey et al., 2009; Schochet and Chaing, 2010). The increased correlation is quite modest for some models (e.g. those that just control for student background), but large in the case of the student fixed effects specification; for example the Spearman rank correlation between the Student Background VAM and Student FE VAM rises from 0.43 to 0.53 with the additional year in math and from 0.27 to 0.33 in reading. Third, the effectiveness estimates are little affected by the inclusion of student covariates beyond the base year test score (Ballou et al., 2004; Lockwood et al., 2008; Papay, 2011); specifically, we find the correlation between the Lagged Score VAM and the Student Background VAM to be over 0.90 for both math and reading.

Research on the influence of peer effects on student achievement tends to suggest that the composition of the classrooms in which students are enrolled can have an impact on their achievement. In particular, being in a school with high concentrations of student poverty (Caldas and Bankston, 1997), or low-achieving peers (Lavy et al., 2012) are found to have a negative impact on achievement. However, peer effects at the classroomlevel are generally found to be small (i.e. relative to one's own background) (Burke and

Sass, 2008). ${ }^{34}$ We too find that many of these classroom level characteristics are statistically significant, but the models in Table 6 that include classroom level variables (VAM 3 includes a measure of poverty, prior year test scores, parental education, percent of students with a disability, and percent minority) are highly correlated ( $\mathrm{r}=0.99$ ) with the Student Background VAM specifications that does not include classroom-level controls. ${ }^{35}$

There is far less agreement between VAM 5 (School Fixed Effects) and the other VAM specifications; the Spearman rank correlations between this specification and models that adjust for prior year tests (with or without other student or classroom covariates) are in the neighborhood of $0.45-0.50$ for reading and 0.55 for math. Thus, judging teacher effectiveness relative to other teachers in their same schools does alter the estimates of effectiveness, indicating that there is in fact some sorting of teacher effectiveness across schools. ${ }^{36}$

Estimates generated by the student fixed effects VAM have the lowest correlation with the other measures, with Spearman rank correlations with other single-year measures about 0.4 in math and 0.25 in reading. This finding is consistent with Harris and Sass (2006), who find a similar level of agreement $(\mathrm{r}=0.39)$ between Student Fixed

[^16]Effects VAMs and specifications that include time-invariant student characteristics, and is likely due to the fact that fixed effects specifications are far less reliable. ${ }^{37}$

As we noted above, we are unaware of any research (other than Wright (2010) who compares MGPs to the EVAAS model) focusing on differences between VAM teacher effectiveness estimates and those generated from student growth percentiles. While SGP models are conceptually distinct from VAMs, it turns out that the estimates of teacher effectiveness show a high level of agreement; we find Spearman rank correlations over 0.9 for math and 0.8 for reading with VAM specifications that control for base year test scores and those that add in student or classroom level covariates. ${ }^{38}$

While the correlations across model specifications suggest the extent to which different models produce similar estimates of teacher effectiveness across the entire sample, they do not suggest whether these estimates may be systematically different for teachers instructing different types of students. We explore this issue in the sub-section C.

## B. Magnitude of Difference between Models

The boxplots shown in Figure 1 show the distribution of the absolute values of the differences in percentile ranks between each of the single-year models. The boxplots echo the correlations reported in the previous sub-section: we see a high degree of agreement between VAM 1, VAM 2, and MGPs, with much more disagreement between

[^17]each of these measures and the Student Fixed Effects VAM (VAM 5). For instance, in math the median of the distributions of disagreement between VAM 1, VAM 2, and MGPs are between 4 and 7 percentile ranks, and the $75^{\text {th }}$ percentile of the distribution is between 8 and 13 percentile ranks. The differences for the VAM 5 comparisons were much higher, with medians of 19 and 20 percentile ranks and $75^{\text {th }}$ percentiles between 34 and 36 percentile ranks. The results for reading (Panel B) show slightly more disagreement between models across the board.
[Figure 1 about here]

This paper is not focused on the validity of particular models, but there is some evidence that value-added models that include lagged achievement (ideally several lagged test scores) and student covariates are less likely to be biased. Using experimental methods, Kane and Staiger (2008) find that the specification that includes controls for prior test scores, student background, and classroom composition (similar to our VAM 3) are the least likely to be biased. However, since we cannot generate single-year estimates of VAM 3, and the VAM 2 and VAM 3 estimates are highly correlated ( $\mathrm{r}=0.99$ ), we choose to focus on comparisons relative to VAM 2. In Figure 2, we illustrate the differences between each model and the VAM 2 estimates at different places along the effectiveness distribution. We first divide the effectiveness distribution into 20 quantiles and then plot the $10^{\text {th }}$ percentile, median, and $90^{\text {th }}$ percentile for each of the comparison models within each of the quantiles of VAM 2.
[Figure 2 about here]

The positive slopes for each of the lines indicate that positive values of VAM 2 are associated with positive values for each of the comparison models. Greater distance between the lines indicates greater variability in the estimates of the comparison models, and thus more disagreement between models, within each quantile of VAM 2 . We see the greatest variability with the VAM 5 and VAM 4 estimates and the least variability for VAM 3 and VAM 1. The raw MGP is scaled differently from the VAMs, which makes comparisons across VAMs and MGPs difficult. For VAMs 1 and 3, the variability at the tails of the VAM 2 effectiveness distribution increases slightly, meaning that VAMs 1 and 3 disagree more at the tails than they do in the middle of the distribution. This is consistent with findings from Ballou et al. (2012); however, the pattern is not evident for VAM 4, VAM 5, or MGPs.

## C. Classroom Characteristics Predicting Model Agreement/Disagreement

In order to assess how teacher performance varies according to the methodology used to estimate it, we first rank teachers on the performance distribution according to different models and then estimate the differential in percentile rankings between selected models as a function of three classroom level student characteristics: class average prior year achievement, the percentage of students receiving free or reduced price lunch, and the percentage of black students in the classroom. ${ }^{39}$ For the sake of parsimony, we do not focus on every model combination, just differences between VAM 2 and the following

[^18]models: MGPs, in Panel A of Table 7; VAM 1 (Lagged Score), in Panel B; and VAM 5 (Student Fixed Effects), in Panel C. ${ }^{40}$

## [Table 7 about here]

In column 1, for math, and column 5, for reading, we include linear, squared, and cubic measures of the class average prior year achievement (averaged across math and reading tests). For the comparisons with MGPs and VAM 1, for both math and reading, the relative teacher ranking according to the VAM 2 measure tends to decrease as average prior year achievement increases, but the rate in which it decreases varies across this class characteristic (i.e. the square and cubic terms are often statistically significant). Also of note is the finding that the rate of decrease is larger for reading than math. We see the opposite effect with the comparison with VAM 5; for classrooms with high prior year achievement, VAM 2 is favored over VAM 5. However, the large positive coefficient on the squared term in math indicates a U-shaped relationship, meaning that VAM 2 is generally higher than VAM 5 for teachers of classrooms with very low prior achievement.

We report comparable results for the level of free and reduced price lunch in column 2 (math) and column 6 (reading) and the percentage of black students in column 3 (math) and column 7 (reading). Here we see a similar pattern for both of the classroom characteristics. With the MGP and VAM 1 comparisons, as percent FRL and percent Black increase, teachers tend to have higher effectiveness ratings with VAM 2 rather than

[^19]MGP or VAM 1. Again, we see the opposite effect with the VAM 5 comparison; as the classroom percentages of FRL and Black increase, VAM 5 is favored over VAM 2.

Finally, in columns 4 (math) and 8 (reading) we report the results when the various student characteristics are simultaneously included in the models. Given that there is a relatively high degree of correlation between the three classroom characteristics, it is not terribly surprising that the estimated sign on some classroom level variables are reversed and, in cases, the magnitudes of the estimated relationships change substantially. However, it turns out that the relationship across the classroom characteristics, which are shown in Figure 3 (for the model that includes them simultaneously, column 4 for math and 8 for reading) look quite similar whether they are included in the model independently or when all three characteristics are included simultaneously. Furthermore, the generally steeper slopes for reading suggest that the effect of class composition is even greater than the effect for math.

## [Figure 3 about here]

We illustrate the policy import of using different models to estimate teacher effectiveness by focusing on three different classroom types. Specifically, we define classrooms as being "advantaged," "average," or "disadvantaged" based on the aggregate student-level average prior achievement (a simple average of math and reading test scores across students in a classroom) and the percentage of the classroom enrolled in the free/reduced price lunch program. Advantaged classrooms are those in the lowest quintile of percent FRL and highest quintile of prior achievement; disadvantaged classrooms are
those in the bottom quintile of prior achievement and top quintile of percent FRL; average classrooms are in the middle quintile for both classroom characteristics. ${ }^{41}$ For the various model specifications, we predict teacher effectiveness for individual teachers, then average the effectiveness estimates for each of the stylized classroom types. The results of this exercise are reported in Table 8.

## [Table 8 about here]

All models suggest that more advantaged classrooms tend to be staffed with more effective teachers, but the magnitude of the estimated teacher effectiveness difference between advantaged and disadvantaged classrooms is markedly different across models. For instance, the simple Lagged Score VAM (VAM 1) and MGP suggests extraordinarily large average percentile differentials of roughly 20 to 40 percentile points as compared to the school (VAM 4) and student (VAM 5) fixed effects specifications that suggest differentials that range from favoring disadvantaged schools (e.g. the 1-year performance estimate in reading) to favoring advantaged schools by 6 percentile points. The findings are to be expected given the way the models account for student background; i.e. those models that do not account for differences between students (other than through the base year test score comparison) will attribute student differences to teachers.

As we have stressed throughout, our comparison of models does not suggest whether one or another is more valid, but given the magnitude of the differentials presented above, the results certainly suggest that even when overall correlations between

[^20]measures of effectiveness are high, certain models favor certain teachers, depending on the composition of their classrooms. For example, the Lagged Score VAM and Student Background VAM are highly correlated (Pearson and Spearman correlation coefficients of 0.97); however, the average percentile rank for teachers of advantaged classes is about 7 percentile points higher for the Lagged Score VAM, while the average rank is about 8 points lower than that of the Student Background VAM for teachers in disadvantaged classes. This suggests that while models agree for most teachers in the middle of the distribution of student characteristics, the large differences in the tails of the distribution are enough to systematically favor one type of model over another for teachers with extreme classroom compositions.

## D. Intertemporal Stability

In this subsection, we investigate the intemporal stability of VAMs and MGPs. The issue of intertemporal stability is an important one given that a high degree of instability is seen as a signal that VAMs are unreliable (Darling-Hammond et al., 2012) given that it is unlikely that we would see wide swings of true teacher performance from one year to the next. Moreover, higher levels of instability likely make the use of studentgrowth based measures of teacher effectiveness challenging from a policy standpoint (Baker, 2012; Glazerman et al., 2010).

The fact that some specific value-added models generate effectiveness estimates that are only moderately correlated from year to year has been well-documented (e.g. Goldhaber and Hansen, forthcoming; McCaffrey et al., 2009). To our knowledge there
have been no studies that investigate the intertemporal stability of teacher estimates from school fixed effect VAMs or MGPs.

In Table 9, we show the intertemporal correlations of performance estimates for 1 and 2-year performance estimates for math (Panel A) and reading (Panel B). The 1-year performance estimates show the correlations between adjacent years ( $\mathrm{t}-1$ ), the next column shows the correlations with one gap year (t-2), and so on. For the 2-year estimates the adjacent correlations are displayed in the t-2 column. For example, this column represents the correlation between the 2004 estimate (which is based on student achievement from 2004 and 2003) and the 2002 estimate (which is based on student achievement from 2002 and 2001). We exclude the $\mathrm{t}-1$ column from the table of 2-year estimates because of the year of overlap.

## [Table 9 about here]

Not surprisingly, the correlations rise across the board-for all model specifications and both subjects-when moving from a 1-year to a 2 -year performance estimate, sometimes substantially. For instance, the adjacent correlation for the Lagged Score (VAM 1) reading estimates jumps from 0.41 in the single-year model to 0.54 in the two-year model. Also not surprising is the finding that adjacent performance periods are more highly correlated than are performance estimates with gap years in between them. Both of these are findings that have been previously documented for particular VAM specifications (Goldhaber and Hansen, forthcoming; McCaffrey et al., 2009).

We find the highest intertemporal correlations with the Lagged Score VAM, the Student Background VAM, and the Classroom Characteristics VAM ( 0.53 or greater in adjacent time periods in math, 0.35 or greater for reading), with slightly lower correlations for MGPs ( 0.49 or greater for adjacent time periods in math, 0.32 or greater for reading) and significantly lower correlations for the School FE and Student FE VAMs ( 0.32 or lower in adjacent years for math, 0.15 in reading). ${ }^{42}$

We would expect a higher degree of intertemporal variability for the school FE VAMs since it is likely easier to change relative position within a school than it is to change relative position across the whole workforce. For example, an above average teacher in a school of above average teachers may have within-school rankings that vary year-to-year but still be consistently above average relative to all teachers in the sample. The lower intertemporal correlations for the Student FE VAMs is also expected given that this specification is in general more noisy than estimates from VAMs that include student covariates (Sass et al., 2010).

## V. Conclusions

Policymakers wishing to utilize student growth measures as an indicator of a teacher's job performance rightly worry about the properties of the estimates generated from different models, as well as the extent to which model choice might influence teacher rankings. We explore these issues in this descriptive paper examining the extent to which different methods of translating student test scores into measures of teacher

[^21]performance produce consistent rankings of teachers, the magnitude of differences in performance estimates between methods and whether classroom characteristics predict these differences, and the stability over time of different performance estimates.

To be clear, we do not believe that the results presented here provide any definitive guidance about which model ought to be adopted; the impact on students of using a student growth measure as a factor in teacher performance ratings will depend both on how it is used and whether its use leads to behavioral changes. SGPs, for instance, are described as a means of sidestepping "many of the thorny questions of causal attribution and instead provide descriptions of student growth that have the ability to inform discussions about assessment outcomes and their relation to education quality" (Betebenner, 2008, p. 2). For the purpose of starting conversations about student achievement, SGPs might be a useful tool, but one might wish to use a different methodology for rewarding teacher performance or making high-stakes teacher selection decisions. ${ }^{43}$

Complicating matters is the fact that how teachers respond to the use of student growth measures may be influenced by their perceptions about whether the growth measures are fair and accurate, and perceptions may or may not line up with the true properties of a measure. Ultimately then it is not possible to determine whether one model appears to be preferable to another without assessing the effect of using student growth measures on the teacher workforce.

[^22]We do believe it makes sense for policymakers to be transparent with stakeholders about how teacher rankings can be affected by model choice. This is important, for our findings show that models that, broadly speaking, agree with one another (in terms of high correlations) can still generate, arguably, meaningful differences in teacher rankings that correlate with the type of students they are serving. Moreover, some models that could be seen by researchers as providing more accurate estimates of true teacher performance (i.e. school and student fixed effects specifications) generate effectiveness estimates that are far less stable over time than less saturated specifications. And, issues like intertemporal stability, or the transparency of a measure, may also influence teachers' perceptions of the measure.
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## TABLES AND FIGURES:

Table 1. Plans for Race to the Top Winners

| RttT $1^{\text {st }}$ and $2^{\text {nd }}$ Round Winners | Quantitative Teacher <br> Evaluation Method | Percent of Teacher Evaluation based on Quantitative Measure (For teachers in tested subjects only) |
| :---: | :---: | :---: |
| Delaware | Not determined, but "likely that the standard will include value-added student growth analysis as part of the methodology." | "In Delaware, student growth is not one factor among many; instead satisfactory student growth is the minimum requirement for any educator to be rated effective." |
| Tennessee | Value-Added Model | $35 \%$ on value-added (out of a total of $50 \%$ based on student achievement measures) |
| District of Columbia | Value-Added Model | 50\% |
| Florida | Value-Added Model | 40\% by end of grant |
| Georgia | Value-Added Model | 50\% |
| Hawaii | Value-Added Model | 50\% |
| Maryland | Growth Model | $50 \%$ based on student growth (though not explicitly defined by student growth model) |
| Massachusetts | Growth Model | "...will be a cornerstone of evaluation protocols to be implemented statewide over the next four years." |
| New York | Value-Added \& Growth Models | $40 \%$ overall, divided between state and locally selected growth measures |
| North Carolina | Value-Added \&/or Growth Model (local areas decide on a pre-approved growth measure in stage I, 20102012. State will adopt uniform system based on local experiences in stage II, 2012-2014.) | Does not use percent system. Teachers must be proficient in each evaluation category, including student growth, or subject to an intervention and potential dismissal. |
| Ohio | Value-Added Model | "...include student growth as a significant factor..." |
| Rhode Island | Value-Added and Growth Models | Value-added measure will count toward $51 \%$ of teacher evaluation by 2013-14 |

Table 2. Descriptive Statistics for Restricted and Unrestricted Samples

|  | Unrestricted <br> $\frac{\text { Sample }}{}$ <br> Mean | Restricted <br> Female <br> White |
| :--- | ---: | ---: |
|  | 0.93 | 0.92 |
|  | $(0.26)$ | $(0.27)$ |
| Black | 0.84 | 0.85 |
|  | $(0.36)$ | $(0.36)$ |
| Hispanic | 0.14 | 0.13 |
|  | $(0.35)$ | $(0.34)$ |
| Other Non-White | 0.00 | 0.00 |
|  | $(0.06)$ | $(0.06)$ |
| Master's or Higher | 0.01 | 0.01 |
|  | $(0.11)$ | $(0.10)$ |
| First Year Teacher | 0.28 | 0.27 |
|  | $(0.45)$ | $(0.45)$ |
| Experience | 0.07 | 0.07 |
|  | $(0.26)$ | $(0.26)$ |
| Self-Contained | 12.46 | 12.42 |
| Classroom | $(9.78)$ | $(9.84)$ |
|  |  |  |
| N (teacher-years) | 0.90 | 1.00 |
|  | $(0.30)$ | $(0.00)$ |

Note: standard deviations in parentheses

Table 3. Descriptions of Teacher Effectiveness Measures

| Model Name | Control Variables | Single- <br> Year/Two-Year <br> Effects | Teacher Effectiveness <br> Modeling <br> Comparisons |
| :--- | :--- | :--- | :--- |
| Lagged Score <br> (VAM 1) | Prior year same-subject score | Single- and two- <br> year effects | Variation in student <br> achievement across all <br> teachers |
| Student <br> Background <br> (VAM 2) | Prior year math and reading score, <br> FRL status, disability status, parental <br> education level, ELL status, <br> race/ethnicity, gender | Single and two- <br> year effects | Variation in student <br> achievement across all <br> teachers |
| Classroom <br> Characteristics <br> (VAM 3) | Same as VAM 2, but also includes <br> classroom-level variables: class size, <br> average prior year math and reading <br> scores, \%FRL, \%parents with <br> bachelors or higher, \%disability, <br> \%minority | Two-year effects <br> only | Variation in student <br> achievement across all <br> teachers |
| School Fixed <br> Effects <br> (VAM 4) | Same as VAM 2, but also includes <br> school fixed effects | Two-year effects <br> only | Variation in student <br> achievement across <br> teachers in each school |
| MGP | Prior year same-subject score | Single and two <br> year effects | Teacher-level median <br> of the student-level <br> SGPs |
| Student Fixed <br> Effects <br> (VAM 5) | Prior year same-subject score <br> (instrumented using twice lagged <br> score) and student fixed effects | Single and two- <br> year effects | Within-student <br> variation in <br> achievement across <br> time |

Table 4. Teacher Effect Sizes for Different Models

|  |  | Math Unadjusted/ <br> Adjusted Effect Size | Reading Unadjusted/ <br> Adjusted Effect Size |
| :--- | :--- | :---: | :---: |
| VAM 1 | 1 year | $0.26 / 0.23$ | $0.21 / 0.17$ |
| VAM 1 | 2 year | $0.23 / 0.21$ | $0.17 / 0.15$ |
| VAM 2 | 1 year | $0.25 / 0.22$ | $0.19 / 0.15$ |
| VAM 2 | 2 year | $0.22 / 0.20$ | $0.16 / 0.13$ |
| VAM 3 | 2 year | $0.22 / 0.20$ | $0.16 / 0.13$ |
| VAM 4 | 2 year | $0.35 / 0.30$ | $0.28 / 0.20$ |
| VAM 5 | 1 year | $0.41 / 0.07$ | $0.46 / 0.08$ |
| VAM 5 | 2 year | $0.29 /$ N/A | $0.29 / \mathrm{N} / \mathrm{A}$ |

Notes: Adjusted effect sizes are calculated by subtracting out the estimated error variance (weighted average of the standard errors of teacher effects) from the total variance and taking the square root of the adjusted variance.

Table 5. Pairwise Pearson's and Spearman Rank Correlation Matrix of Single-Year Teacher Effectiveness Estimates ${ }^{\text {a }}$

| Panel A. Math | VAM 1 |
| :--- | :---: | :---: | :---: | :---: |
| (Lagged |  |
| Score) |  |$\quad$| VAM 2 |
| :---: |
| (Student |
| Background) |$\quad$| VAM 5 |
| :---: |
| (Student FE) |$\quad$ MGP

Panel B. Reading

|  | VAM 1 <br> (Lagged <br> Score) | VAM 2 <br> (Student <br> Background) | VAM 5 <br> (Student FE) | MGP |
| :--- | :---: | :---: | :---: | :---: |
| VAM 1 (Lagged | - |  |  |  |
| Score) | - |  |  |  |
| VAM 2 (Student | $0.92 / 0.91$ | - |  |  |
| Background) | $0.23 / 0.25$ | $0.25 / 0.27$ | - |  |
| VAM 5 (Student FE) | $0.88 / 0.87$ | $0.82 / 0.81$ | $0.21 / 0.23$ | - |
| MGP |  |  |  |  |

Table 6. Pairwise Pearson's and Spearman Rank Correlation Matrix of Two-Year Teacher Effectiveness Estimates

## Panel A. Math

|  | VAM 1 <br> (Lagged <br> Score) | VAM 2 (Student <br> Background) | VAM 3 <br> (Classroom <br> Characteristics) | VAM 4 <br> (School FE) | VAM 5 <br> (Student FE) |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| VAM 1 (Lagged Score) | - |  |  |  |  |
| VAM 2 (Student |  |  |  |  |  |
| Background) | $0.97 / .096$ |  |  |  |  |
| VAM 3 (Classroom | $0.96 / 0.95$ | $0.99 / 0.99$ | - | - |  |
| Characteristics) | $0.51 / 0.54$ | $0.52 / 0.55$ | $0.51 / 0.54$ |  |  |
| VAM 4 (School FE) | $0.48 / 0.49$ | $0.51 / 0.53$ | $0.51 / 0.52$ | $0.26 / 0.29$ | - |
| VAM 5 (Student FE) | $0.94 / 0.94$ | $0.92 / 0.9$ | $0.91 / 0.91$ | $0.49 / 0.52$ | $0.47 / 0.48$ |
| MGP |  |  |  |  |  |

## Panel B. Reading

|  | VAM 1 <br> (Lagged <br> Score) | VAM 2 (Student <br> Background) | VAM 3 <br> (Classroom <br> Characteristics) | VAM 4 <br> (School FE) | VAM 5 <br> (Student FE) |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| VAM 1 (Lagged Score) | - |  |  |  |  |
| VAM 2 (Student |  |  |  |  |  |
| Background) | $0.91 / 0.90$ | - |  |  |  |
| VAM 3 (Classroom | $0.91 / 0.91$ | $0.99 / 0.99$ | - |  |  |
| Characteristics) | $0.41 / 0.46$ | $0.46 / 0.52$ | $0.45 / 0.51$ | - |  |
| VAM 4 (School FE) | $0.28 / 0.30$ | $0.32 / 0.33$ | $0.31 / 0.32$ | $0.14 / 0.17$ | - |
| VAM 5 (Student FE) | $0.9 / 0.89$ | $0.83 / 0.83$ | $0.84 / 0.83$ | $0.38 / 0.43$ | $0.28 / 0.29$ |
| MGP |  |  |  |  |  |

Note: Pearson's /Spearman rank correlation

Table 7. Predicting the Difference between VAM 2 and Other Measures Using Classroom Characteristics
Panel A. Difference between VAM 2 and MGP (VAM 2 Ranking - MGP Ranking)

|  | MATH |  |  |  | READING |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) |
| Average Prior |  |  |  |  |  |  |  |  |
| Achievement | $\begin{gathered} -3.779 * * * \\ (0.121) \end{gathered}$ |  |  | $\begin{gathered} 3.365 * * * \\ (0.145) \end{gathered}$ | $\begin{gathered} -10.89 * * * \\ (0.172) \end{gathered}$ |  |  | $\begin{gathered} -2.584^{* * *} \\ (0.208) \end{gathered}$ |
| Average Prior Achievement ${ }^{2}$ | $\begin{gathered} 2.850^{* * *} \\ (0.136) \end{gathered}$ |  |  | $\begin{gathered} 1.619 * * * \\ (0.144) \end{gathered}$ | $\begin{gathered} -1.368^{* * *} \\ (0.194) \end{gathered}$ |  |  | $\begin{gathered} -2.256 * * * \\ (0.207) \end{gathered}$ |
| Average Prior Achievement ${ }^{3}$ | $\begin{gathered} -0.990^{* * *} \\ (0.149) \end{gathered}$ |  |  | $\begin{gathered} -2.078 * * * \\ (0.148) \end{gathered}$ | $\begin{gathered} 1.045 * * * \\ (0.213) \end{gathered}$ |  |  | $\begin{aligned} & -0.409^{*} \\ & (0.213) \end{aligned}$ |
| \% FRL |  | $\begin{gathered} 0.122 * * * \\ (0.0128) \end{gathered}$ |  | $\begin{gathered} 0.133 * * * \\ (0.0131) \end{gathered}$ |  | $\begin{gathered} 0.279 * * * \\ (0.0184) \end{gathered}$ |  | $\begin{gathered} 0.164 * * * \\ (0.0189) \end{gathered}$ |
| \% FRL ${ }^{2}$ |  | $\begin{aligned} & -0.000562^{*} \\ & (0.000304) \end{aligned}$ |  | $\begin{gathered} -0.000648 * * \\ (0.000309) \end{gathered}$ |  | $\begin{gathered} -0.000768^{*} \\ (0.000438) \end{gathered}$ |  | $\begin{gathered} -0.000358 \\ (0.000444) \end{gathered}$ |
| \% FRL ${ }^{3}$ |  | $\begin{gathered} 6.99 \mathrm{e}-06 * * * \\ (2.07 \mathrm{e}-06) \end{gathered}$ |  | $\begin{gathered} 2.42 \mathrm{e}-06 \\ (2.10 \mathrm{e}-06) \end{gathered}$ |  | $\begin{gathered} 1.75 \mathrm{e}-07 \\ (2.97 \mathrm{e}-06) \end{gathered}$ |  | $\begin{gathered} -4.22 \mathrm{e}-06 \\ (3.01 \mathrm{e}-06) \end{gathered}$ |
| \% Black |  |  | $\begin{aligned} & 0.111 * * * \\ & (0.00845) \end{aligned}$ | $\begin{aligned} & 0.100 * * * \\ & (0.00843) \end{aligned}$ |  |  | $\begin{gathered} 0.103^{* * *} \\ (0.0122) \end{gathered}$ | $\begin{gathered} 0.0907 * * * \\ (0.0121) \end{gathered}$ |
| \% Black ${ }^{2}$ |  |  | $\begin{gathered} 0.000273 \\ (0.000238) \end{gathered}$ | $\begin{gathered} 3.22 \mathrm{e}-05 \\ (0.000240) \end{gathered}$ |  |  | $\begin{gathered} 0.00302 * * * \\ (0.000344) \end{gathered}$ | $\begin{gathered} 0.00121^{* * *} \\ (0.000345) \end{gathered}$ |
| \% Black ${ }^{3}$ |  |  | $\begin{gathered} -1.43 \mathrm{e}-06 \\ (1.75 \mathrm{e}-06) \end{gathered}$ | $\begin{gathered} -5.89 \mathrm{e}-07 \\ (1.77 \mathrm{e}-06) \end{gathered}$ |  |  | $\begin{gathered} -2.45 \mathrm{e}-05 * * * \\ (2.53 \mathrm{e}-06) \end{gathered}$ | $\begin{gathered} -9.96 \mathrm{e}-06 * * * \\ (2.54 \mathrm{e}-06) \end{gathered}$ |
| Constant | $\begin{gathered} 0.166 * * * \\ (0.0423) \end{gathered}$ | $\begin{gathered} -4.672 * * * \\ (0.158) \end{gathered}$ | $\begin{gathered} -2.973^{* * *} \\ (0.0724) \end{gathered}$ | $\begin{gathered} -7.473 * * * \\ (0.185) \end{gathered}$ | $\begin{aligned} & 1.295 * * * \\ & (0.0602) \end{aligned}$ | $\begin{gathered} -9.912 * * * \\ (0.227) \end{gathered}$ | $\begin{gathered} -4.468^{* * *} \\ (0.105) \end{gathered}$ | $\begin{gathered} -8.047 * * * \\ (0.266) \end{gathered}$ |
| Observations R-squared | $\begin{gathered} 120,267 \\ 0.023 \\ \hline \end{gathered}$ | $\begin{gathered} 120,267 \\ 0.054 \\ \hline \end{gathered}$ | $\begin{gathered} 120,267 \\ 0.067 \\ \hline \end{gathered}$ | $\begin{gathered} 120,267 \\ 0.083 \\ \hline \end{gathered}$ | $\begin{gathered} 120,267 \\ 0.059 \\ \hline \end{gathered}$ | $\begin{gathered} 120,267 \\ 0.069 \\ \hline \end{gathered}$ | $\begin{gathered} 120,267 \\ 0.074 \\ \hline \end{gathered}$ | $\begin{gathered} 120,267 \\ 0.098 \\ \hline \end{gathered}$ |

Notes: Standard errors in parentheses; *** $\mathrm{p}<0.01,{ }^{* *} \mathrm{p}<0.05$, * $\mathrm{p}<0.1$

Panel B. Difference between VAM 2 and VAM 1 (VAM 2 Ranking - VAM 1 Ranking )

|  | MATH |  |  |  | READING |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) |
| Average Prior |  |  |  |  |  |  |  |  |
| Achievement | $\begin{gathered} -10.33 * * * \\ (0.0630) \end{gathered}$ |  |  | $\begin{gathered} -2.346 * * * \\ (0.0666) \end{gathered}$ | $\begin{gathered} -19.41 * * * \\ (0.0988) \end{gathered}$ |  |  | $\begin{gathered} -9.834^{* * *} \\ (0.113) \end{gathered}$ |
| Average Prior Achievement ${ }^{2}$ | $\begin{aligned} & 1.211^{* * *} \\ & (0.0712) \end{aligned}$ |  |  | $\begin{gathered} -0.340 * * * \\ (0.0661) \end{gathered}$ | $\begin{gathered} -1.317^{* * *} \\ (0.112) \end{gathered}$ |  |  | $\begin{gathered} -2.432 * * * \\ (0.112) \end{gathered}$ |
| Average Prior Achievement ${ }^{3}$ | $\begin{aligned} & 1.561^{* * *} \\ & (0.0781) \end{aligned}$ |  |  | $\begin{gathered} 0.323 * * * \\ (0.0679) \end{gathered}$ | $\begin{gathered} 3.671^{* * *} \\ (0.122) \end{gathered}$ |  |  | $\begin{gathered} 1.913 * * * \\ (0.115) \end{gathered}$ |
| \% FRL |  | $\begin{aligned} & 0.169 * * * \\ & (0.00640) \end{aligned}$ |  | $\begin{aligned} & 0.114^{* * *} \\ & (0.00602) \end{aligned}$ |  | $\begin{gathered} 0.295 * * * \\ (0.0109) \end{gathered}$ |  | $\begin{gathered} 0.119^{* * *} \\ (0.0102) \end{gathered}$ |
| \% FRL ${ }^{2}$ |  | $\begin{gathered} 0.000176 \\ (0.000152) \end{gathered}$ |  | $\begin{gathered} -5.78 \mathrm{e}-05 \\ (0.000142) \end{gathered}$ |  | $\begin{gathered} 0.00121^{* * *} \\ (0.000259) \end{gathered}$ |  | $\begin{gathered} 0.00123^{* * *} \\ (0.000240) \end{gathered}$ |
| \% FRL ${ }^{3}$ |  | $\begin{gathered} 1.29 \mathrm{e}-06 \\ (1.03 \mathrm{e}-06) \end{gathered}$ |  | $\begin{aligned} & -6.50 \mathrm{e}-07 \\ & (9.63 \mathrm{e}-07) \end{aligned}$ |  | $\begin{gathered} -1.25 \mathrm{e}-05^{* * *} \\ (1.76 \mathrm{e}-06) \end{gathered}$ |  | $\begin{gathered} -1.36 \mathrm{e}-05 * * * \\ (1.63 \mathrm{e}-06) \end{gathered}$ |
| \% Black |  |  | $\begin{aligned} & 0.0876 * * * \\ & (0.00421) \end{aligned}$ | $\begin{gathered} 0.0856 * * * \\ (0.00387) \end{gathered}$ |  |  | $\begin{aligned} & 0.113 * * * \\ & (0.00738) \end{aligned}$ | $\begin{aligned} & 0.117 * * * \\ & (0.00654) \end{aligned}$ |
| \% Black $^{2}$ |  |  | $\begin{gathered} 0.00239 * * * \\ (0.000119) \end{gathered}$ | $\begin{gathered} 0.000608^{* * *} \\ (0.000110) \end{gathered}$ |  |  | $\begin{gathered} 0.00471 * * * \\ (0.000208) \end{gathered}$ | $\begin{gathered} 0.000673 * * * \\ (0.000186) \end{gathered}$ |
| \% Black ${ }^{3}$ |  |  | $\begin{gathered} -1.62 \mathrm{e}-05 * * * \\ (8.73 \mathrm{e}-07) \end{gathered}$ | $\begin{gathered} -4.16 \mathrm{e}-06 * * * \\ (8.13 \mathrm{e}-07) \end{gathered}$ |  |  | $\begin{gathered} -3.64 \mathrm{e}-05 * * * \\ (1.53 \mathrm{e}-06) \end{gathered}$ | $\begin{gathered} -6.94 \mathrm{e}-06 * * * \\ (1.37 \mathrm{e}-06) \end{gathered}$ |
| Constant | $\begin{gathered} 0.164^{* * *} \\ (0.0221) \end{gathered}$ | $\begin{gathered} -8.226^{* * *} \\ (0.0790) \end{gathered}$ | $\begin{gathered} -4.542 * * * \\ (0.0361) \end{gathered}$ | $\begin{gathered} -7.687 * * * \\ (0.0849) \end{gathered}$ | $\begin{gathered} 0.919 * * * \\ (0.0347) \end{gathered}$ | $\begin{gathered} -14.24^{* * *} \\ (0.134) \end{gathered}$ | $\begin{gathered} -6.789 * * * \\ (0.0632) \end{gathered}$ | $\begin{gathered} -9.144^{* * *} \\ (0.144) \end{gathered}$ |
| Observations | 120,267 | 120,267 | 120,267 | 120,267 | 120,267 | 120,267 | 120,267 | 120,267 |
| R-squared | 0.274 | 0.356 | 0.369 | 0.474 | 0.346 | 0.319 | 0.291 | 0.450 |

Notes: Standard errors in parentheses; *** $\mathrm{p}<0.01$, ${ }^{* *} \mathrm{p}<0.05$, * $\mathrm{p}<0.1$

Panel C. Difference between VAM 2 and VAM 5 (VAM 2 Ranking - VAM 5 Ranking )

|  | MATH |  |  |  | READING |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) |
| Average Prior Achievement | $\begin{gathered} 3.366^{* * *} \\ (0.599) \end{gathered}$ |  |  | $\begin{gathered} -5.303 * * * \\ (0.749) \end{gathered}$ | $\begin{gathered} 8.576^{* * *} \\ (0.674) \end{gathered}$ |  |  | $\begin{gathered} 1.203 \\ (0.844) \end{gathered}$ |
| Average Prior Achievement ${ }^{2}$ | $\begin{gathered} 6.824 * * * \\ (0.799) \end{gathered}$ |  |  | $\begin{gathered} 5.593 * * * \\ (0.883) \end{gathered}$ | $\begin{gathered} 1.991 * * \\ (0.899) \end{gathered}$ |  |  | $\begin{gathered} 2.490^{* *} \\ (0.996) \end{gathered}$ |
| Average Prior Achievement ${ }^{3}$ | $\begin{gathered} 0.657 \\ (0.812) \end{gathered}$ |  |  | $\begin{gathered} 2.606 * * * \\ (0.829) \end{gathered}$ | $\begin{gathered} 1.240 \\ (0.913) \end{gathered}$ |  |  | $\begin{gathered} 2.194^{* *} \\ (0.934) \end{gathered}$ |
| \% FRL |  | $\begin{gathered} -0.326 * * * \\ (0.0623) \end{gathered}$ |  | $\begin{gathered} -0.213 * * * \\ (0.0665) \end{gathered}$ |  | $\begin{gathered} -0.322 * * * \\ (0.0702) \end{gathered}$ |  | $\begin{gathered} -0.159 * * \\ (0.0750) \end{gathered}$ |
| \% FRL ${ }^{2}$ |  | $\begin{aligned} & 0.000428 \\ & (0.00150) \end{aligned}$ |  | $\begin{gathered} -0.00200 \\ (0.00157) \end{gathered}$ |  | $\begin{gathered} 0.00172 \\ (0.00169) \end{gathered}$ |  | $\begin{aligned} & -0.00126 \\ & (0.00177) \end{aligned}$ |
| \% FRL ${ }^{3}$ |  | $\begin{gathered} 1.57 \mathrm{e}-05 \\ (1.04 \mathrm{e}-05) \end{gathered}$ |  | $\begin{aligned} & 2.42 \mathrm{e}-05^{*} * \\ & (1.09 \mathrm{e}-05) \end{aligned}$ |  | $\begin{aligned} & -6.68 \mathrm{e}-06 \\ & (1.17 \mathrm{e}-05) \end{aligned}$ |  | $\begin{gathered} 9.25 \mathrm{e}-06 \\ (1.23 \mathrm{e}-05) \end{gathered}$ |
| \% Black |  |  | $\begin{gathered} -0.00367 \\ (0.0424) \end{gathered}$ | $\begin{gathered} 0.0163 \\ (0.0425) \end{gathered}$ |  |  | $\begin{gathered} 0.0323 \\ (0.0478) \end{gathered}$ | $\begin{gathered} 0.0315 \\ (0.0479) \end{gathered}$ |
| \% Black ${ }^{2}$ |  |  | $\begin{gathered} -0.00321^{* * *} \\ (0.00124) \end{gathered}$ | $\begin{gathered} -0.000777 \\ (0.00126) \end{gathered}$ |  |  | $\begin{gathered} -0.00296 * * \\ (0.00140) \end{gathered}$ | $\begin{aligned} & 0.000663 \\ & (0.00142) \end{aligned}$ |
| \% Black ${ }^{3}$ |  |  | $\begin{gathered} 3.08 \mathrm{e}-05 * * * \\ (9.40 \mathrm{e}-06) \end{gathered}$ | $\begin{gathered} 9.08 \mathrm{e}-06 \\ (9.56 \mathrm{e}-06) \end{gathered}$ |  |  | $\begin{gathered} 1.65 \mathrm{e}-05 \\ (1.06 \mathrm{e}-05) \end{gathered}$ | $\begin{gathered} -8.13 \mathrm{e}-06 \\ (1.08 \mathrm{e}-05) \end{gathered}$ |
| Constant | $\begin{gathered} -1.536^{* * *} \\ (0.214) \end{gathered}$ | $\begin{gathered} 10.24 * * * \\ (0.750) \end{gathered}$ | $\begin{gathered} 1.724 * * * \\ (0.344) \end{gathered}$ | $\begin{gathered} 9.035 * * * \\ (0.927) \end{gathered}$ | $\begin{gathered} -0.839 * * * \\ (0.240) \end{gathered}$ | $\begin{gathered} 10.72 * * * \\ (0.845) \end{gathered}$ | $\begin{gathered} 2.062 * * * \\ (0.387) \end{gathered}$ | $\begin{gathered} 6.741^{* * *} \\ (1.045) \end{gathered}$ |
| Observations | 31,150 | 31,150 | 31,150 | 31,150 | 31,150 | 31,150 | 31,150 | 31,150 |
| R-squared | 0.008 | 0.019 | 0.004 | 0.022 | 0.013 | 0.020 | 0.005 | 0.022 |

Table 8. Average Percentile Ranks for Typical Classrooms

## Panel A. Math

1 Year Percentile Ranks

MGP
Lagged Score VAM
Student Background VAM
Student FE VAM

| Advantaged | Average | Disadvantaged |
| :---: | :---: | :---: |
| 60.2 | 49.9 | 42.1 |
| 64.5 | 50.6 | 39.3 |
| 57.7 | 50.2 | 47.7 |
| 51.6 | 47.8 | 48.8 |

2 Year Percentile Ranks
MGP
Lagged Score VAM
Student Background VAM
Classroom Characteristics VAM
School FE VAM
Student FE VAM
60.7
49.3
41.1
65.1
50.3
38.2
57.8
49.9
47.7
60.1
51.9
49.7
46.6
51.2
48.7
50.8
52.3
48.4

Panel B. Reading
1 Year Percentile Ranks
MGP
Lagged Score VAM
Student Background VAM
Student FE VAM
$\frac{\text { Advantaged }}{65.0}$
Average
Disadvantaged
65.0
70.1
49.9
36.3
57.1
51.1
31.9
50.7
44.8
49.2
49.7
51.8

2 Year Percentile Ranks
MGP
66.6
49.6
33.8

Lagged Score VAM
Student Background VAM
Classroom Characteristics VAM
71.8
50.6
29.0

School FE VAM
58.2
50.6
43.6
$\begin{array}{llll}\text { Student FE VAM } & 49.2 & 51.1 & 50.3\end{array}$
60.3
50.2
42.8

Notes: Advantaged is defined as Q5 for average prior achievement and Q1 for \% Free lunch (13,164 teacher-years; $11 \%$ of the sample); average is defined as Q3 for average prior achievement and Q3 for \% Free lunch ( 5,541 teacher-years; $5 \%$ of the sample); disadvantaged is defined as Q1 for average prior achievement and Q5 for \% Free lunch ( 13,448 teacher-years; $11 \%$ of the sample)

Table 9. Intertemporal Stability of Effectiveness Estimates (Correlations Over Time)
Panel A. Math
Single-Year Estimates
VAM 1, 1 year
VAM 2, 1 year
VAM 5, 1 year
MGP, 1 year

| $\mathrm{t}-1$ | $\mathrm{t}-2$ | $\frac{\mathrm{t}-3}{}$ | $\mathrm{t}-4$ | $\mathrm{t}-5$ | $\frac{\mathrm{t}-6}{}$ | $\mathrm{t}-7$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.54 | 0.48 | 0.45 | 0.41 | 0.39 | 0.36 | 0.35 |
| 0.53 | 0.47 | 0.43 | 0.40 | 0.38 | 0.35 | 0.33 |
| 0.22 | 0.12 | 0.11 | 0.11 | 0.09 | 0.10 | 0.01 |
| 0.49 | 0.43 | 0.39 | 0.36 | 0.34 | 0.32 | 0.30 |

Two-Year Estimates
VAM 1, 2 year
VAM 2, 2 year

- $\begin{array}{llllll}0.64 & 0.58 & 0.54 & 0.51 & 0.49 & 0.45\end{array}$
- $\begin{array}{lllllll}- & 0.63 & 0.57 & 0.53 & 0.50 & 0.47 & 0.43\end{array}$

VAM 3, 2 year
VAM 4, 2 year

- $\begin{array}{lllllll}- & 0.64 & 0.58 & 0.54 & 0.51 & 0.48 & 0.44\end{array}$
- |  | 0.24 | 0.20 | 0.18 | 0.17 | 0.18 |
| :--- | :--- | :--- | :--- | :--- | :--- |

VAM 5, 2 year
$\begin{array}{lllllll}- & 0.32 & 0.27 & 0.24 & 0.22 & 0.25 & 0.21\end{array}$
MGP, 2 year
Panel B. Reading

| Single-Year Estimates | $\underline{\mathrm{t}-1}$ | $\mathrm{t}-2$ | $\mathrm{t}-3$ | $\mathrm{t}-4$ | $\mathrm{t}-5$ | $\mathrm{t}-6$ | $\mathrm{t}-7$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| VAM 1, 1 year | 0.41 | 0.37 | 0.34 | 0.31 | 0.29 | 0.27 | 0.25 |
| VAM 2, 1 year | 0.35 | 0.31 | 0.28 | 0.25 | 0.24 | 0.22 | 0.21 |
| VAM 5, 1 year | 0.13 | 0.02 | 0.06 | 0.05 | 0.07 | 0.07 | 0.09 |
| MGP, 1 year | 0.32 | 0.28 | 0.25 | 0.24 | 0.22 | 0.21 | 0.19 |
|  |  |  |  |  |  |  |  |
| Two-Year Estimates |  |  |  |  |  |  |  |
| VAM 1, 2 year | - | 0.54 | 0.49 | 0.46 | 0.42 | 0.39 | 0.36 |
| VAM 2, 2 year | - | 0.47 | 0.42 | 0.39 | 0.36 | 0.32 | 0.30 |
| VAM 3, 2 year | - | 0.49 | 0.44 | 0.40 | 0.37 | 0.33 | 0.30 |
| VAM 4, 2 year | - | 0.14 | 0.11 | 0.10 | 0.08 | 0.09 | 0.08 |
| VAM 5, 2 year | - | 0.15 | 0.14 | 0.17 | 0.12 | 0.13 | 0.19 |
| MGP, 2 year | - | 0.43 | 0.39 | 0.36 | 0.34 | 0.31 | 0.28 |

Figure 1. Absolute Values of the Differences between the Percentile Ranks According to Each Single-Year Measure
Panel A. Math


Panel B. Reading


Figure 2. Effectiveness Estimates Across the VAM 2 Effectiveness Distribution ( $10^{\text {th }}$ Percentile, Median, $90^{\text {th }}$ Percentile)
VAM 1, Math:


VAM 1, Reading:


VAM 3, Math:


VAM 3, Reading:


VAM 4, Math:


VAM 4, Reading:


VAM 5, Math:


VAM 5, Reading:


MGP, Math:


MGP, Reading:


Figure 3. Predicted Differences between Models vs. Classroom Characteristics

| VS. | Average Prior Year Achievement | \% FRL | \% Black |
| :---: | :---: | :---: | :---: |
|  |  |  |  |
|  |  |  |  |
|  |  |  |  |

## Appendix

Table A1. Pairwise Pearson's and Spearman Rank Correlation Matrix of Single-Year Teacher Effectiveness Estimates, with EB Adjusted VAMs

## Panel A. Math

|  | VAM 1 | VAM 2 <br> (Student <br> (Lagged Score) |  |
| :--- | :---: | :---: | :---: |
| Background) |  |  |  |$\quad$ MGP

Panel B. Reading

|  | VAM 1 | VAM 2 <br> (Student <br> (Lagged Score) | Background) |
| :--- | :---: | :---: | :---: |$\quad$ MGP

Notes: Pearson's r/Spearman rank correlation. VAM 5 is excluded from the matrix because the high degree of estimation error in some years yields EB adjusted estimates that are very different from the unadjusted estimates. MGPs are not adjusted for estimation error.

Table A2. Pairwise Pearson's and Spearman Rank Correlation Matrix of Two-Year Teacher Effectiveness Estimates, with EB Adjusted VAMs

## Panel A. Math

|  | VAM 1 <br> (Lagged <br> Score) | VAM 2 <br> (Student <br> Background) | VAM 3 <br> (Classroom <br> Characteristics) | VAM 4 <br> (School FE) | MGP |
| :--- | :---: | :---: | :---: | :---: | :---: |
| VAM 1 (Lagged Score) | - |  |  |  |  |
| VAM 2 (Student | $0.97 / .096$ | - |  |  |  |
| Background) |  |  |  |  |  |
| VAM 3 (Classroom | $0.96 / 0.95$ | $0.99 / 0.99$ | - |  |  |
| Characteristics) | $0.49 / 0.51$ | $0.50 / 0.52$ | $0.49 / 0.51$ | - |  |
| VAM 4 (School FE) | $0.94 / 0.94$ | $0.93 / 0.92$ | $0.91 / 0.91$ | $0.47 / 0.49$ | - |
| MGP |  |  |  |  |  |

## Panel B. Reading

|  | VAM 1 <br> (Lagged <br> Score) | VAM 2 <br> (Student <br> Background) | VAM 3 <br> (Classroom <br> Characteristics) | VAM 4 <br> (School FE) | MGP |
| :--- | :---: | :---: | :---: | :---: | :---: |
| VAM 1 (Lagged Score) | - |  |  |  |  |
| VAM 2 (Student |  |  |  |  |  |
| Background) | $0.90 / 0.90$ | - |  |  |  |
| VAM 3 (Classroom |  |  |  |  |  |
| Characteristics) | $0.91 / 0.90$ | $0.99 / 0.99$ | - | - |  |
| VAM 4 (School FE) | $0.37 / 0.42$ | $0.41 / 0.48$ | $0.41 / 0.47$ |  |  |
| MGP | $0.90 / 0.89$ | $0.83 / 0.82$ | $0.83 / 0.82$ | $0.34 / 0.40$ | - |

Notes: Pearson's r/Spearman rank correlation. VAM 5 is excluded from the matrix because the high degree of estimation error in some years yields EB adjusted estimates that are very different from the unadjusted estimates. MGPs are not adjusted for estimation error.


[^0]:    ${ }^{1}$ The 2010 application for the TIF states "an applicant must demonstrate, in its application, that it will
    ${ }^{2}$ For reviews, see Goldhaber (2010) and Toch and Rothman (2008).
    ${ }^{3}$ There was slightly more spread in evaluations in districts using a broader range of ratings, but it was still about 95 percent of teachers who received one of the top two ratings in these districts.
    ${ }^{4}$ See, for instance, Aaronson et al. (2007), Goldhaber et al. (1999), and Rivkin et al. (2005).

[^1]:    ${ }^{5}$ We use the terms teacher job performance and teacher effectiveness interchangeably.
    ${ }^{6}$ For more information on the TIF, see http://cecr.ed.gov/TIFgrantees/. For more information on Race to the Top, see a recent review of state RttT applications (Learning Point Associates 2010), which shows that all states that applied (for the first round of RttT) were consistent with the emphasis of the grant competition by proposing to use student achievement as a "significant" portion of teacher evaluations; however, there was no consensus on how they planned to measure growth.
    ${ }^{7}$ Note that some states use VAM and SGP measures interchangeably. We discuss the differences between the two measures in Section II.
    ${ }^{8}$ Several large firms-e.g. SAS, Value Added Research Center at University of Wisconsin, Mathematica, and Battelle for Kids-offer competing, though not necessarily fundamentally different services for this translation process.

[^2]:    ${ }^{9}$ Quantile regression is similar to OLS but instead of fitting the conditional mean of the dependent variable $\mathbf{Y}$ on the levels of the independent variables $\mathbf{X}$, it fits the conditional quantiles of $\mathbf{Y}$ on $\mathbf{X}$. Additionally, the calculation of SGPs employs polynomial splines (specifically B-splines or 'basis-splines') basis functions which employ smooth, non-linear regression lines that model non-linearity, heteroscedasticity and skewness of test score data over time. Critics of using B-splines in this way claim that their use adds a level of obscurity in the computation of SGPs since they fit data without parametric assumptions, which can increase the fit to the sample at the expense of the fit to the population (Castellano, 2011).
    ${ }^{10}$ However, other common estimation approaches include two stage Random Effects or Hierarchical Linear Modeling. For more information see Kane and Staiger (2008).

[^3]:    ${ }^{11}$ For more on the theoretical assumptions underlying typical VAM models see Harris et al. (2010), Rothstein (2010), and Todd and Wolpin (2003).
    ${ }^{12}$ We are unaware of any research that assesses the validity of SGP-based measures of individual teacher effects.
    ${ }^{13}$ For an example of VAM comparisons at the school level see Atteberry (2011).

[^4]:    ${ }^{14}$ Additional variables at the student-level included race, gender, grade ( $4^{\text {th }}$ or $\left.5^{\text {th }}\right)$, prior year test score, alternate subject prior year test score and student characteristics; teacher-level variables included years of experience, education, credential status. Specifics about the methodology used to estimate the value-added reported by the LA Times are described in Buddin (2010).

[^5]:    ${ }^{15}$ The Simple Panel Growth Model is described as a simple longitudinal mixed effects model, where the school effects are defined as the deviation of that school's trajectory from the average trajectory. The covariate adjusted VAMs with random school effects predict student achievement using multiple lagged math and reading scores and student background variables as covariates, along with school random effects.

[^6]:    ${ }^{16}$ The EVAAS model is a multivariate, longitudinal mixed model that uses up to 5 years of scores in multiple subjects and excludes student background characteristics.

[^7]:    ${ }^{17}$ This dataset has been used in many published studies (Clotfelter, et al., 2006; Goldhaber, 2007; Goldhaber and Anthony, 2007; Jackson and Bruegmann, 2009).

[^8]:    ${ }^{18}$ B-spline cubic basis functions, described in Wei and He (2006), are used in the parameterization of the conditional percentile function to improve goodness-of-fit, and the calculations are performed using the SGP package in R (R Development Core Team, 2008).

[^9]:    sample observations lie in each interval. Boundaries are the points at which to anchor the B-spline basis (by default this is the range of data). For more information on Knots and Boundaries, see Racine, J. (2011). LOSS: Lowest Obtainable Scale Score; HOSS: Highest Obtainable Scale Score
    ${ }^{20}$ In particular, the conditional distribution of a student's SGP is limited to a sample of students having an equal number of prior score histories and values.
    ${ }^{21} \mathrm{We}$ also generate teacher effectiveness estimates based on the mean of the student growth percentiles for each teacher but find the estimates to be highly correlated with the MGPs ( $\mathrm{r}=0.96$ in math; $\mathrm{r}=0.93$ in reading). We choose to only report the results for MGPs.

[^10]:    ${ }^{22}$ Teacher fixed effects for VAMs 1-3 are generated with the user-written Stata program fese (Nichols, 2008); teacher effects for VAMs 4 and 5, which require two levels of fixed effects, are generated with the user-written Stata program felsdvreg (Cornelissen, 2008).
    ${ }^{23}$ Note that some student background variables are not available in all years.

[^11]:    ${ }^{24}$ The inclusion of student fixed effects may not eliminate bias due to the student-teacher matching process as this matching may be "dynamic," i.e. based on time-varying factors (Rothstein, 2010).
    ${ }^{25}$ As is common in the literature (e.g. Harris et al., 2010), we instrument for the lagged same-subject achievement score using the twice-lagged same-subject achievement score to account for the fact that lagged achievement will be correlated with the error term in a model that has been first differenced. As a result, we can only include $4^{\text {th }}$ and $5^{\text {th }}$ grade students in the estimation sample, as $3^{\text {rd }}$ grade students only have a single prior score. Since the student fixed effects specification requires that students be in the sample for at least two years, this means that the sample only includes students with test score data in $3^{\text {rd }}$,

[^12]:    $4^{\text {th }}$, and $5^{\text {th }}$ grade. In practice, we find that instrumenting makes little difference as the teacher effectiveness estimates generated from a student fixed effects model that does not instrument for lagged achievement are strongly correlated ( $\mathrm{r}=0.93$ ) with those generated from a model that does instrument for lagged achievement.
    ${ }^{26}$ While not reported, we also estimated 3-year teacher effectiveness estimates with all models, but since we find their behavior to be very similar to 2 -year effects, we chose to not report them in the results.

[^13]:    ${ }^{27}$ In our 2-year models, school fixed effects are identified based on teachers who switch schools over time, and approximately 8 percent of the estimation sample drops due to non-mobility of teachers across schools. It is possible to estimate school fixed effects models with a single year of data (Rothstein, 2010), but these do not separately identify teacher and school effects. It is also possible to estimate single-year VAMs that include classroom characteristics using a two-stage random effects model (Johnson et al., 2012) but these models implicitly assume that teacher assignment to schools is random, which seems quite unlikely given the empirical evidence (e.g. Lankford et al., 2002).
    ${ }^{28}$ The correlations between the adjusted and unadjusted effects are greater than 0.99 in math and greater than 0.98 in reading for VAMs $1-3$, and for VAM 4 (School FE) the correlations are 0.97 in math and 0.94 in reading. We found a considerable amount of estimation error with the VAM 5 estimates. In some years the estimate of the variance due to noise (weighted average of the standard errors of the teacher effects)

[^14]:    was greater than the total variance of the effect estimates, resulting in shrunken estimates that differed considerably from the unadjusted estimates. In years with less noise, the correlations between adjusted and unadjusted VAM 5 estimates are between 0.78 and 0.96 .
    ${ }^{29}$ Adjusted effect sizes are calculated using the following equation: $\sqrt{\hat{V}_{\text {total }}-\frac{1}{\sum k_{j}} \sum\left[\mathrm{SE}\left(\hat{\tau}_{j}\right)\right]^{2} k_{j}}$ where $\hat{V}_{\text {total }}$ represents the variance of the estimated teacher effects, $k_{j}$ represents the number of student observations contributing to each estimate, and $\operatorname{SE}\left(\hat{\boldsymbol{\tau}}_{j}\right)$ represents the standard errors of the estimated teacher effects.

[^15]:    ${ }^{30}$ Research that estimates within-school teacher effects tends to find smaller effects sizes, in the neighborhood of 0.10 (Hanushek and Rivkin, 2010).
    ${ }^{31}$ We do not report effect sizes for the 2-year VAM 5 estimates because the estimated variance due to noise (the weighted average of the standard errors) is greater than the estimated total variance of the teacher effects.
    ${ }^{32}$ Recall that Table 3 includes descriptions of the various model specifications/methods of estimating teacher effectiveness. We do not focus on the extent to which effectiveness in one subject corresponds to effectiveness in another subject. For more information on cross-subject correlations see Goldhaber et al. (2012).
    ${ }^{33}$ For similar correlation matrices using EB adjusted estimates see Table A1 and A2 in the appendix.

[^16]:    ${ }^{34}$ For example, in math at the elementary level Burke and Sass (2008) find that a one point increase in mean peer achievement results in a statistically significant gain score increase of 0.04 points- equivalent to an increase 0.0015 standard deviations of achievement gains.
    ${ }^{35}$ One of the classroom level variables we include is class size and one might hypothesize that the high correlation for models with and without classroom level controls has to do with the fact that having a more challenging class (e.g. high poverty students) tends to be offset by having a lower class size. To test this, we re-estimate VAM 3 excluding class size, but find that this has little effect on the correlations. This finding is consistent with Harris and Sass (2006).
    ${ }^{36}$ Sass et al. (2010) find small average differences in teacher effectiveness across schools, with less affluent schools generally being staffed by less effective teachers, but also more variation in teacher effectiveness in higher poverty schools than in lower poverty schools.

[^17]:    ${ }^{37}$ The specification that includes time-invariant student characteristics is most similar to our VAM 2 (Student Background VAM).
    ${ }^{38}$ These correlations are higher than those reported in a similar comparison using school effectiveness measures (Ehlert et al., 2012). One explanation for this is that random factors (e.g. students having the flu on testing day) that influence student achievement, and hence teacher effectiveness measures, are a relatively more important when the level of aggregation is the classroom rather than the school. This is indeed what one would expect if the random shocks primarily occur at the classroom level but are not strongly correlated across classrooms in a school.

[^18]:    ${ }^{39}$ We focus exclusively on prior achievement, free and reduced price lunch, and black students because there is relatively little variation in other student characteristics (e.g. Hispanic, Asian, limited English proficiency, etc.) at the classroom level in the North Carolina sample.

[^19]:    ${ }^{40}$ We use the single-year effects for each of these comparisons.

[^20]:    ${ }^{41}$ The analytic sample includes 13,164 "advantaged" classrooms, 5,541 "average" classrooms, and 13,448 "disadvantaged" classrooms according to these definitions.

[^21]:    ${ }^{42}$ McCaffrey et al. (2009) also report lower intertemporal correlations for teacher effects based on student fixed effects models relative to effects based on specifications that include student covariates.

[^22]:    ${ }^{43}$ Ehlert et al. (2012) make the case for using a two-stage value-added approach that assumes the correlation between growth measures of effectiveness and student background covariates is zero.

